
Technische Universität München
Fakultät für Physik

Neutron Scattering Studies of Pyrochlore
Quantum Magnets

Viviane Peçanha Antonio

Vollständiger Abdruck der von der Fakultät für
Physik der Technischen Universität München
zur Erlangung des akademischen Grades eines
Doktors der Naturwissenschaften (Dr. rer. nat.)
genehmigten Dissertation.

Vorsitzender: Prof. Dr. Frank Pollmann
Prüfer der Dissertation:
1. Priv.-Doz. Dr. Joachim Wuttke
2. Prof. Dr. Peter Müller-Buschbaum

Die Dissertation wurde am 04.06.2019 bei der Technischen Universität München eigereicht
und durch die Fakultät für Physik am 17.07.2019 angenommen.





Valeu a pena?
Tudo vale a pena,

Se a alma não é pequena.
Quem quer passar além do Bojador,

Tem de passar além da dor.
Deus ao mar o perigo e o abismo deu,

Mas nele é que espelhou o céu.

Was it worthwhile?
Everything is worthwhile,

When the soul is not small.
Those who want to go beyond the Bojador,

Must go beyond the pain.
God gave the sea the danger and the abyss,

But was in it that He mirrored the sky.

Lohnt’ es die Müh’?
Die Müh’ ist nie verloren,

wenn nur die Seele groß geboren.
Willst du Kap Bojador bezwingen,

muss du den Schmerz erst niederringen.
Gott gab dem Meer Gefahr und Tiefe,

und ließ es doch den Himmel spiegeln.

Fernando Pessoa, Mar Português
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Abstract

This thesis presents experimental studies of the geometrical frustration manifested in three
different magnetic pyrochlore oxides. An overview of theory surrounding the main scientific
topic of this work, as well as that supporting the data analysis, is detailed in the introductory
chapters.

Initially, bulk and neutron scattering measurements performed on the isotopically enriched
Sm-based pyrochlores 154Sm2Ti2O7 (titanate) and 154Sm2Sn2O7 (stannate) powder samples are
presented. High resolution neutron diffraction is used to determine the precise stoichiometry
of the compounds. Titanate and stannate are shown to display sharp heat capacity anomalies,
at 350 mK and 440 mK, respectively, which signalise phase transitions to a possible magnetic
long-range order.

Inelastic neutron scattering measurements are employed to determine the crystalline electric
field (CEF) level scheme of the Sm-based pyrochlores. The analysis includes transitions between
the ground-state and first excited J multiplets of the Sm3+ ion. To further validate those results,
the single-ion magnetic susceptibility of the compounds is calculated and compared with the
experimental DC-susceptibility measured in low applied magnetic fields. It is demonstrated
that the inclusion of intermultiplet transitions in the CEF analysis is fundamental to the under-
standing of the intermediate and, more importantly, low temperature magnetic behaviour of
the Sm-based pyrochlores.

Neutron diffraction performed at very low temperatures correlates the heat capacity anomaly
of the Sm-based pyrochlores with the onset of an all-in-all-out long-range order in the stannate
sample, while in the titanate a dipolar long-range order can be only indirectly inferred. In order
to investigate possible magnetic dynamics in the ground-state of those compounds, we also
performed high resolution inelastic neutron scattering and µSR experiments on both samples.
The results seem to be inconclusive, since the data present no indication of spin dynamics at
low temperatures. Finally, the reasons for this strange behaviour are speculated.

Next, the focus is switched to another pyrochlore compound. Extensive studies on the zero
field ground-state of a powder sample of the pyrochlore Yb2Ti2O7 are reported. The sharp heat
capacity anomaly, which labels a low temperature phase transition in this material, is observed
at Tc = 280 mK. In disagreement with many results reported previously on the compound,
polarised and unpolarised neutron diffraction demonstrate that a long-range, quasicollinear
ferromagnetic order, with a magnetic moment of 0.87(2)µB, develops below Tc.

High resolution inelastic neutron scattering measurements are used to explore coherent and
incoherent dynamics below the phase transition temperature. Sharp gapped low lying magnetic
excitations coexisting with a remnant quasielastic contribution, likely associated with persistent
spin fluctuations, are present at temperatures T < Tc. Moreover, a broad inelastic continuum of
excitations at ∼ 0.6 meV is observed from the lowest measured temperature up to at least 2.5
K. At 10 K, the continuum has vanished and a broad quasielastic conventional paramagnetic
scattering takes place at the observed energy range. Eventually, it is shown that the exchange
parameters obtained within the framework of linear spin wave theory do not accurately describe
the observed zero field inelastic neutron scattering data.
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Kurzfassung

Diese Arbeit befasst ich mit der experimentellen Untersuchung der geometrischen Frustration
in drei verschiedenen magnetischen Pyrochloroxiden. Die zugrundeliegende Theorie der drei
Hauptthemen, sowie die Datenanalyse, ist im Einleitungskapitel dargestellt.

Labor und Neutronendiffraktometriemessungen an isotopisch angereicherten Sm-
basierenden Pyrochlorpulverproben 154Sm2Ti2O7 (Titanat) und 154Sm2Sn2O7 (Stannat) werden
erläutert. Hochauflösende Neutronendiffraktion wurde benutzt, um die genaue Stöchiometrie
der Proben zu bestimmen. Titanat und Stannat zeigen eine abrupte Wärmekapazitätsanomalie
bei 350 mK bzw. 440 mK, was einen Phasenübergang zu einer möglichen langreichweitigen
magnetischen Ordnung andeutet.

Inelastische Neutronenstreuung wurde verwendet um die Kristallfeldlevel (CEF) der Sm-
basierenden Pyrochlore zu bestimmen, durch die Analyse der Übergänge zwischen Grundzus-
tand und des erstem angeregten J Multiplets des Sm3+ Ions. Um die Resultate weiter zu
bestätigen wurde die magnetische Einzelionensuszeptibilität der Stoffe berechnet und mit der
experimentell bestimmten DC-Suszeptibilität in schwachen magnetischen Feld verglichen. Die
Berücksichtigung der Intermultipet Übergänge in der CEF Analyse ist hierbei höchst wichtig
um das Verhalten der Sm-basierenden Pyrochlore bei mittleren und besonders bei tiefen Tem-
peraturen zu verstehen.

Die Anomalie in der Wärmekapazität konnte mit dem Anfang einer langreichweitigen all-
in-all-out Ordnung in der Stannat Probe in Verbindung gebracht werden, wohingegen in der
Titanat Probe eine langreichweitige, dipolare Ordnung nur indirekt ermittelt werden konnte.
Um mögliche magnetische Anregungen im Grundzustands der Sm-basirenden Pyrochlore
zu untersuchen wurden inelastische Neutronenstreuung und µSR Experimente an beiden
Proben durchgeführt. Es konnten keine Hinweise auf Anregungen festgestellt werden, aber die
Resultate scheinen nicht eindeutig. Über mögliche Gründe für dieses seltsame Verhalten wird
spekuliert.

Als nächstes wird eine extensive Studie über den Null-Feld Grundzustand einer Pulver-
probe des Pyrochlors Yb2Ti2O7 vorgestellt. Eine abrupte Wärmekapazitätsanomalie, die einen
Phasenübergang bei tiefer Temperatur markiert, existiert bei Tc = 280 mK. Neutronendiffrak-
tionsmessungen zeigen, dass sich eine quasi-kollineare, langreichweitige, ferromagnetische Ord-
nung, mit einem magnetischen Moment von 0, 87(2)µB, unterhalb Tc einstellt. Hochauflösende,
inelastische Neutronenmessungen zeigen, dass unterhalb der Phasenübergangstemperatur eine
scharfer, getrennter, magnetischer Anregungszustand mit einem remanenten quasielastischen
Untergrund, verursacht durch anhaltende Spin-Fluktuationen, koexistiert. Darüber hinaus
sind breite inelastisches Kontinuumsanregungen bei ∼ 0, 6 meV beobachtbar, von den tiefsten
Temperaturen bis mindestens 2,5 K. Bei 10 K ist das Kontinuum nicht mehr messbar und eine
breite, quasielastische, konventionelle paramagnetische Streuung ist sichtbar. Zuletzt zeigen
wir, dass die Austauschparameter, die durch lineare Spinwellentheorie ermittelt wurden, die
gemessenen Null-Feld inelastischen Neutronenstreudaten nicht akkurat beschreiben.
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Chapter 1

Introduction

1.1 The meaning of frustration

The term frustration was employed for the first time by P. W. Anderson, as the own author
would state, “to describe in a vague way the essential feature of true models of the spin
glass phenomenon, involving the impossibility of satisfying a large fraction of the exchange
interactions with any spin structure” [1]. This word, without exaggerations, was so well
employed as the definition of a physical mechanism that, in the present years, the study of
frustration, or rather, of its consequences, has become one of the pillars of the research in
condensed matter physics.

As the quotation by Anderson clarifies, frustration is the key concept for the occurrence
of the spin glass phase. In those early years, this static random magnetic order, developed
in some systems below a certain critical temperature, was generically attributed to disorder.
More specifically, spin glass behaviour is believed to be directly associated with bond disorder
introduced by non-magnetic impurities randomly diluted in a magnetic matrix [2].

If the last statement in the latter paragraph was absolutely correct, probably you would not
be reading this thesis. Turns out that geometrical disorder is far from being the most important
ingredient in the physics presented by spin glasses. A counter example could be the pyrochlore
Y2Mo2O7. This compound presents a glassy ground-state even in the absence of any apparent
bond disorder or magnetic dilution [3, 4]. As Anderson correctly predicted, disorder is not as
fundamental for spin glasses as frustration is.

The crystallographic lattice, hold together by Coulombic forces, and its symmetry are the
only real constraints to the magnetic atoms. Sometimes, its geometry precludes the formation
of a state in which the free energy of all the magnetic interactions between the composing
ions can be simultaneously minimised. The most trivial exemple, and in fact the subject of the
earliest work reporting on a model of a frustrated system, would be the Ising antiferromagnet
in the 2D triangular lattice [5]. In this lattice, neither an ordinary ferromagnet or a Heisenberg
antiferromagnet are frustrated. However, if two out of three Ising spins, located at the vertices
of regular triangles, couple and display an antiparallel arrangement, how would the third
solitary spin behave?

This is a very pragmatic example, which the author of this thesis particularly dislikes. Indeed,
the canonical frustrated pyrochlore is, unexpectedly, a effective ferromagnet (see the Section
1.4 below). However, even though the model of Wannier et al. [5] unlikely describes any real
condensed matter system, it is useful to illustrate in simple terms the problematics surrounding
frustration.
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Figure 1.1: Top: cubic unit cell representing the pyrochlore structure. Two tetrahedra (grey)
are connected by each rare-earth atom (orange). The transition metal (light blue) atoms, which
form themselves an interpenetrating lattice of corner-sharing tetrahedra, are chosen to lay at
the origin of the unit cell. Oxygens (dark magenta and green) occupy two distinct symmetry
positions. The O2− at the 8b sites are located at the centre of the rare-earth tetrahedra. Bottom:
schematic periodic table showing the possible occupation at A and B sites. Elements written
in black require high pressure synthesis for the cubic pyrochlore phase formation. All the
elements in white, with exception of tin (Sn), require high pressure synthesis for some choices
of rare-earth. The electronic configuration of the trivalent rare-earths is shown below each
lanthanide element.

2



1.2 The pyrochlore lattice

1.2 The pyrochlore lattice

Pyrochlores are cubic compounds forming in the cubic Fd3̄m (227) space group with chemical
formula A2B2O7, where A3+ is a rare-earth and B4+ is a transition metal. The pyrochlore
structure may be represented using two origin choices. The second origin choice is the most
common in the representations of the unit cell composition, and in this work it will also be used
in the sections dealing with sample characterisation. Rare-earth and transition metal occupy
the 16c and 16d Wyckoff positions, respectively. As oxygens are hosted at the two inequivalent
48 f and 8b positions, the chemical formula can also be written as A2B2O6O’.

The pyrochlore unit cell and its contents are depicted in Figure 1.1. The periodic table below
it displays the series of elements that may occupy either A (orange) or B sites (light blue). For
some choices of transition metal (black), the perfect pyrochlore structure is only formed with
high pressure synthesis. Most commonly, for bigger ionic radius the resulting compounds
present mixed defective fluorite phases and anti-site A− B mixing [6, 7]. Each rare-earth atom
is shared between two corner linked tetrahedra. The oxygen O’ (green) is positioned at the
geometric centre of each of them. The distance between the 8b and 16d elements is remarkably
short in pyrochlores, of about 2.2 Å [7]. The removal of the 8b oxygen exposes the rare-earth
cations to each other, and the resulting Coulomb repulsion tends to destabilise the pyrochlore
structure [6]. As described below, the electrostatic field created by the oxygen atoms is not
only important for the stability of pyrochlore lattice, but also plays an important role in the
magnetism presented by the rare-earth.

Figure 1.2: Representation of the pyrochlore rare-earth sublattice as an arrangement of triangular
(yellow circles connected by grey lines) and Kagomé (orange circles connected by green lines)
planes along the cubic 〈111〉 directions. On the left, the alternating stacking of planes inside the
conventional unit cell, and, on the right, the top view along 〈111〉.

In this thesis, the transition metals that occupy the B sites, Ti4+ and Sn4+, are non-magnetic.
Hence, we will be concerned mostly with the geometry of the underlying rare-earth sublattice.
The most common way of representing it was already shown in Figure 1.1. Additionally,
some alternative views will be discussed in this chapter, especially those directly related with

3



Chapter 1 Introduction

the frustration mechanism. For example, the rare-earth arrangement can be viewed as an
alternating stacking of triangular and Kagomé planes along the three-fold 〈111〉 directions [8].
This representation, depicted in Figure 1.2, is usually used to demonstrate the similar topology
of pyrochlores and perovskites [7]. It is also noteworthy to emphasise the large distance
difference between nearest neighbours within Kagomé and triangular planes, as clear on the
right panel of Figure 1.2. From the point of view of magnetism, differently from what it could
be expected, the nearest neighbour interactions displayed in pyrochlores differ remarkably from
those presented in the two-dimensional Kagomé lattice [7].

Other alternative views of the pyrochlore lattice will be explored below, along with a more
detailed description of the single ion and collective magnetic properties of those compounds.

1.3 Hierarchy of interactions: the frustration mechanism

As frustration requires dissatisfaction, several interactions may compete in a compound
for the phenomenon to occur. In this section, single ion properties and exchange interactions,
central to the thematics of this work, will be treated in more detail. Dipolar interaction is
mentioned for completeness and also for its fundamental importance in the earlier research of
frustrated pyrochlores.

1.3.1 Crystalline electric field anisotropy

While a magnetic atom is isolated, the spin S and orbital L degrees of freedom are coupled.
The angular momentum resultant from this coupling is simply J = L + S. At zero external
magnetic field, each level J possesses (2J + 1) degenerated substates, classified according to
their projection mJ = −J,−J + 1, ..., J along the quantisation axis defined, until now, by the
direction of the applied magnetic field.

In condensed matter, no atom is isolated. It is very reasonable, thus, to assume that the
localised f electron cloud of the rare-earth atom reacts strongly to its environment. The splitting
of each one of the (2J + 1)-degenerate multiplets is the general consequence of the perturbation,
over the lanthanide, caused by the other ions in the crystallographic lattice. Its magnetic
moment, that before could point along any direction, will be subject to what is called crystalline
electric field anisotropy, or, in short, crystal field anisotropy (CEF).

Symmetry considerations may be used to determine the number of levels in which each J
multiplet will be splitted. It is interesting, then, to reinterpret the pyrochlore crystallographic
structure in a way particularly suitable for the analysis that follows. Figure 1.3 presents a
zoom-in view of the eight-oxygen puckered crown surrounding the rare-earth ion. We have
already mentioned in Section 1.2 that two different sites of the pyrochlore lattice are occupied
by O2−: the 8b (green balls) and the 48 f (dark magenta balls) Wickoff positions. The former is
situated closer to the the rare-earth than the latter. Intentionally, we are going to define a new z
axis, which is parallel to the line that connects the rare-earth to its neighbouring O’. This new z
direction, called from now on of local-z, is going to be the new quantisation axis. Clearly, the
local-z does not coincide with the crystallographic, or global, c axis. It is in reality parallel to the
equivalent cubic three-fold 〈111〉 directions.

An interesting consequence of the global-to-local coordinate transformation is that, now,
each rare-earth atom will have stuck to itself its own coordinate system. When we say that the
single ion anisotropy forces the ordered moment to point along z, we mean that the crystal field
constraints the magnetic moment to point along the atom own local-z axis. The same is true for
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1.3 Hierarchy of interactions: the frustration mechanism

111

Figure 1.3: Ball-and-stick model of the oxygen environment surrounding the rare-earth atom
(orange). The 8b oxygens are shown in green and the 48 f oxygens in dark magenta. The local-z
axis is parallel to the line that connects the A site with the O’ oxygens. This direction coincides
with the crystallographic cubic three-fold axis.

the xy anisotropy, for which, as the name suggests, the CEF constrains the moment to lie on the
plane perpendicular to the local-z axis.

Both types of anisotropy are represented in Figure 1.4. On the left, where the magnetic mo-
ments are constrained to point along their local-z axis, we have an example of axial anisotropy,
in which each spin can have two states (referred hear as in or out) along one direction. In other
words, this system satisfies the Ising model in three dimensions, and the pyrochlores presenting
this anisotropy are called Ising pyrochlores. On the right, the ellipsoids around the rare-earth
atom correspond to the local plane perpendicular to each one of the local-z axis. Compounds
displaying this anisotropy are referred to as XY pyrochlores. This class of materials is said to
have an U(1) accidental degeneracy [9]. Interestingly, at very low temperatures one out of many
ground-states may actually be selected via the order-by-disorder mechanism [10, 11].

1.3.1.1 The point charge model

The CEF acting on the magnetic atom is treated as a perturbation HCEF to the single ion H0
Hamiltonian. The point charge model is the standard method used to determine HCEF. Basically,
one has to evaluate the electrostatic potential V(r, θ, φ) generated by a charge located at a point
separated by a distance r from the magnetic atom [12]. The crystalline potential V(r, θ, φ) can
be readily calculated in terms of spherical harmonics Yk,q(θ, φ), which are finally combined in
the form of tensor operators.

Generically, HCEF can be expressed as

HCEF =
2l

∑
k=0

k

∑
q=−k

Bk
qCk

q, (1.1)

where Bk
q are the crystal field parameters and Ck

q are the Wybourne tensor operators, here defined

5



Chapter 1 Introduction

Figure 1.4: Left: Ising spins in the corner-sharing tetrahedra, constrained to point along one
direction, the local-z axis. In the commonly used pyrochlore terminology, the up and down are
substituted by the in and out, referring to whether the four magnetic moments point to (upper
tetrahedron) or away of (bottom tetrahedron) the centre of one motif. Right: xy spins lying on
the plane perpendicular to the local-z. Note that the x and y axes can be defined as any two
mutually perpendicular vectors contained in the plane. This infinite number of choices of x and
y axis within one plane is termed U(1) (accidental) degeneracy.

as [13]1

Ck
q =

√
4π

2k + 1
Yk,q(θ, φ) (1.2)

For rare-earth atoms, the orbital quantum number l = 3 implies that 0 ≤ k ≤ 6. Moreover,
|q| ≤ k. The tensor operators with matrix elements different of zero in the expansion of Equation
(1.1) depend only upon the point symmetry of the magnetic atom in the lattice [14, 15]: the
higher the symmetry, the smaller the number of independent terms.

In first analysis, the Bk
q are not expected to be simply coefficients of the expansion in Equation

(1.1). The minimal assumption of the point charge model is that the eigenstates of HCEF can be
factorised as the product of i. angular and ii. radial contributions [13]. The former is given by
the spherical harmonics combination in the form of tensor operators, and depends upon the
point symmetry of the magnetic ion. The angular part should be, therefore, the same for those
compounds belonging to one specific family (for example, for all the pyrochlore titanates). The
radial part is dependent on the kth moment 〈rk〉 of the 4 f electron distribution of the particular
rare-earth ion.

The statements in the preceding paragraph would imply that the replacement of a rare-earth
atom within the same series of compounds would simply introduce a difference, in the crystal
field parameters, given by the multiplicative factor 〈rk〉. This is a quantity determined, more or
less robustly, from first principles [16]. It could be thus assumed that Bk

q can be predicted or
calculated — without the requirement of the explicit diagonalisation of HCEF — for all those
pyrochlores whose unique difference is the occupation of the A site. In practice, however, the
crystal field parameters are seen to not obey precisely this presumed “scaling law” between
isomorphic compounds [13].

Nevertheless, the point charge model can still be used to solve the CEF scheme of the f
electron shells. The series expansion character of Equation (1.1) allows us to diagonalise HCEF

1One drawback of the point charge model is that the precise conventions used in the construction of the tensor
operators have to be taken into consideration, because, in general, they are not unique.

6



1.3 Hierarchy of interactions: the frustration mechanism

using the parameters Bk
q as the fitting coefficients. The CEF excitations of a compound can thus

be perfectly modelled, as long as the eigenvalues of HCEF are empirically determined. This is
the procedure we are going to follow in this work.

1.3.1.2 Crystal field excitations in pyrochlores

When in the pyrochlore lattice, the full-rotation symmetry of the free ion is reduced to the
point group D3d. Group theoretical considerations can be used to show that, in this geometry, the
trigonal charge environment around the rare-earth splits each of its (2J + 1)-fold degenerated
multiplets into a series of singlets or doublets. The lanthanides studied in this work (Sm3+

and Yb3+) possess an odd number of electrons in their unfilled 4 f orbital. Consequently, all
possible J’s will be half-integers and each multiplet can be shown to split into (J + 1

2 ) Kramers
doublets [12]. The analysis used to deduce the level splitting of each J multiplet is detailed in the
Appendix A.

We want to define the HCEF pertinent to the magnetic ion in the pyrochlore lattice. First of all,
the Hamiltonian (1.1) must be Hermitian. As, for a generic tensor operator Tk

q,

(Tk
q)

† = (−1)−qTk
−q, (1.3)

it can be easily seen that Bk
q = (−1)−qBk

−q [14]. Next, HCEF must be invariant under time
reversal symmetry. The action of time reversal (θ) over a tensor operator is [14, 15, 17]

θTk
qθ−1 = (−1)kTk

q, (1.4)

which automatically implies that k is even. Finally, the point symmetry of the A site comes
into play. Especially for the D3d point group, only the invariance of the Hamiltonian under C3
rotations must be considered [17] in order to obtain

2q
3

= 2n,

where n is an integer.
After those considerations, we obtain the minimal single ion Hamiltonian relevant to pyro-

chlores, which is given by [18]

HCEF = B2
0C2

0 + B4
0C4

0 + B4
3(C

4
−3 − C4

3) + B6
0C6

0 + B6
3(C

6
−3 − C6

3) + B6
6(C

6
−6 + C6

6). (1.5)

Making slightly different considerations about the symmetries of HCEF, one can engineer several
different ways of arriving at the very same Hamiltonian [14, 15, 17].

The choice of basis for the matrix representation of Equation (1.5) is not unique. The most
straightforward restriction, largely used in the investigation of CEF levels in pyrochlores, results
in the well known Stevens’ operator formalism. In simple terms, the Stevens’ formalism consists
in limiting the basis of states to a single |L, S, J, mJ〉 level. This is the state preponderant in the
ground-state wave function, found considering the Hund’s rules. This simplification allows
the replacement of the tensor operators C(±k)

q by the Stevens’ operator equivalents [19, 20]. The
change in the basis of states naturally induces a renormalisation of the parameters Bk

q. The
values obtained in this work and the ones calculated using the Stevens’ operator formalism,
which we call here Sq

k , can be related by

Sq
k = λkqθkBk

q, (1.6)
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Chapter 1 Introduction

where the θk are the Stevens’ multiplicative factors listed in Reference [12]. The constants
λ20 = 1

2 and λ40 = 1
8 are given in Reference [21].

The fact that, due to the crystal field anisotropy, the ground-state of most of the rare-earth
ions in the pyrochlore lattice is not a highly degenerated J multiplet, but a doublet consisting of
time reversed partners

∣∣Γ±0 〉2, deeply affects the magnetism of the compounds, especially at low
temperatures. Since the ground-state doublet is well separated (by a large energy difference
Ei) from the excited crystal field levels, at temperatures T � Ei/kB, where kB is the Boltzmann
constant, pyrochlores behave as effective spin- 1

2 systems.
Particularly, we are concerned with the transformation properties of the doublet ground-

states. For example, the spin components of the operator S for spin- 1
2 states can be defined

as [23]

S̃x = |+〉 〈−|+ |−〉 〈+| ,
S̃y = −i |+〉 〈−|+ i |−〉 〈+| , (1.7)

S̃z = |+〉 〈+| − |−〉 〈−| ,

where

|+〉 =
(

1
0

)
, 〈+| = |+〉† and |−〉 =

(
0
1

)
, 〈−| = |−〉† . (1.8)

As the doublet ground-state has the same transformation properties as the total angular mo-
mentum J under the D3d point group operations, operators analogous to Equation (1.7) can be
defined as

Sx =
∣∣Γ+

0

〉 〈
Γ−0
∣∣+ ∣∣Γ−0 〉 〈Γ+

0

∣∣ ,
Sy = −i

∣∣Γ+
0

〉 〈
Γ−0
∣∣+ i

∣∣Γ−0 〉 〈Γ+
0

∣∣ , (1.9)
Sz =

∣∣Γ+
0

〉 〈
Γ+

0

∣∣− ∣∣Γ−0 〉 〈Γ−0 ∣∣ ,

where the doublet ground-state
∣∣Γ±0 〉 is used as the new basis of the spin- 1

2 operators.
The possibility of expressing the magnetic moments in the pyrochlore lattice using the

operators in Equation (1.9) open an avenue for the investigation of magnetic interactions at
low temperatures. Below, we detail the theory behind the intricate magnetic coupling between
effective spins- 1

2 .

1.3.2 Exchange interaction

The Heisenberg exchange Hamiltonian can be generically written as [24]

HEx = ∑
〈ij〉

J′ij J
i J j, (1.10)

where Ji, J j are the total angular momentum operators (see Appendix B) and J′ij is the parameter
which gives the strength of the coupling between spin i and spin j. We just mentioned that, due
to the single ion properties of the rare-earth in the pyrochlore lattice, at temperatures T � Ei/kB,
J can be replaced by another set of effective spin-1

2 operators Si = (Sx
i , Sy

i , Sz
i ) transforming

identically to J, so that
HEx = ∑

〈ij〉
JijSiSj. (1.11)

2Note that this is true for either Kramers and non-Kramers ions [22].
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1.3 Hierarchy of interactions: the frustration mechanism

The operators Sα in (1.9) and (1.11) can be scaled to have the same eigenvalues (± h̄/2) as
the S̃α in (1.7). The coupling terms Jij will then incorporate the expected values of Jα, since
h̄Sz = 2

〈
Γ±0
∣∣ Jz

∣∣Γ±0 〉 Jz and h̄S± =
〈
Γ±0
∣∣ Jx ± iJy

∣∣Γ∓0 〉 (Jx ± iJy).
Interactions beyond first-nearest neighbours have been considered in several theoretical

studies mainly because they can stabilise long-range order in highly frustrated configurations,
as that of the antiferromagnetic Heisenberg spins in the corner-sharing tetrahedra lattice [25–28].
Yet, works that parametrise the exchange constants of pyrochlore magnets using neutron
scattering measurements of spin waves successfully disregard next-nearest neighbour coupling
[11,24,29,30]. Below, the first nearest neighbour Hamiltonian model used in the aforementioned
experimental works, which is also relevant to the analysis performed in Chapter 7, is described
in detail.

Figure 1.5: Pyrochlore rare-earth lattice represented using the coordinates of the first origin
choice of the Fd3̄m space group. Atoms in the central tetrahedron, whose centre is also the
origin of the coordinate system, are labeled 0 - 3. Equivalent atoms in any other tetrahedron are
labeled 0’ - 3’. Inequivalent exchange paths in one unit cell are highlighted by green (between
primed and unprimed ions) and magenta (between unprimed atoms) thick lines.

Each rare-earth cation in the pyrochlore lattice has six magnetic nearest neighbours. Using
the first origin choice of the Fd3̄m space group, an alternative representation of the pyrochlore
unit cell is drawn in Figure 1.5. Examination of this figure reveals twelve different exchange
paths, marked with thick green and magenta lines. The atoms in the tetrahedron centred at
the origin are numbered 0 - 3. The other symmetry equivalent atoms within the same unit cell,
found performing the symmetry operations of the underlying FCC lattice, are labeled 0’ - 3’.
The coordinates of the unprimed atoms are given in Table 1.1.

By definition, the exchange interaction must reflect the symmetry operations that leave the
crystallographic lattice invariant. Mathematically, it means that

HEx = ∑
〈ij〉

S†
i JijSj = ∑

〈ij〉
S†

i U†UJijU†USj, (1.12)

where U is any unitary transformation, so that U†U = 1. The local symmetry of the magnetic
ion (D3d) is, once more, relevant in the determination of HEx. The symmetry elements of
this point group are shown in the Table A.1 of Appendix A. Each of those operations can be
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Atom x y z

0 1 1 1
1 1 -1 -1
2 -1 1 -1
3 -1 -1 1

Table 1.1: Coordinates ri (multiplied by 8
a , where a is the lattice parameter) of the atoms

belonging to the tetrahedron centred at the origin of the global coordinate system (unprimed
set) in Figure 1.5.

represented by three-dimensional matrices, some of them explicitly given in the Appendix C. It
is important to note that spins transform as axial vectors, so each one of the symmetry operation
matrices is multiplied by its determinant (±1).

In order to obtain the most general form of the coupling matrix for pyrochlores, we start
defining a general 3× 3 matrix

J01 =

Jxx
01 Jxy

01 Jxz
01

Jyx
01 Jyy

01 Jyz
01

Jzx
01 Jzy

01 Jzz
01

 , (1.13)

which gives the coupling between the atoms 0 and 1 (see Figure 1.5). The hermiticity of the
Hamiltonian is guaranteed when, for all the twelve different bounds,

Jij = JT
ji . (1.14)

Equation (1.14) has profound consequences in the exchange interactions between nearest
neighbours. The first is that, clearly, Jij 6= Jji. However, maybe the most important outcome
of (1.14) is that the interactions within one unit cell can be completely determined by the spin
configuration of a single tetrahedron [31], that formed by the unprimed atoms in Figure 1.5.
The interaction between atoms connected by the green bounds is thus obtained using Jij′ = J†

ij.
This characteristic of Jij reduces to six the number of inequivalent exchange coupling matrices
that need to be determined.

The antisymmetric exchange coupling between the magnetic atoms, also known as
Dzyaloshinskii-Moriya interaction, must be considered. This interaction has its origin on
the spin-orbit coupling [32], and can be expressed as

HAnti
Ex = Dij(Si × Sj), (1.15)

where Dij is the Dzyaloshinskii-Moriya vector. The direction of Dij is constrained (excepting for
its sign) by symmetry, as stated in the Moriya rules [32]. The non-zero components in pyrochlores
can be found simply by performing the cross product between the coordinates of the atoms i
and j 3. For example, for the bound 〈01〉, one obtains [33]

D̂01 =

∣∣∣∣∣∣
x̂ ŷ ẑ
1 1 1
1 −1 −1

∣∣∣∣∣∣ = 1√
2

 0
ŷ
−ẑ

 , (1.16)

3Note that this is not a Moriya rule, but the vector resulting from the cross product represents the Dzyaloshinskii-
Moriya vector in pyrochlores due to the mirror plane that crosses the middle point of the rare-earth bounds [33].
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1.3 Hierarchy of interactions: the frustration mechanism

a vector lying on the same plane, but with orientation perpendicular to the bound r01 = r0 − r1.
It is important to note that mirroring and rotations change the orientation of Dij. Consider for
example the Cx

2 operation that interchange the positions of the atoms 0 and 1 in Figure 1.5. If,
for the bound 〈01〉, Dij = D01, the Dzyaloshinskii-Moriya vector for the bound 〈10〉 will be
D10 = −D01.

Using Equation (1.15), it is easy to show that, for the 〈01〉 bound, the Dzyaloshinskii-Moriya
interaction will contribute to the exchange coupling terms Jxy

01 , Jxz
01 , Jyx

01 , Jzx
01 . In particular, Jxy

01 =
−Jyz

01 and Jxz
01 = −Jzx

01 . With this, we automatically guarantee that the condition of Equation
(1.14) is satisfied.

Finally, we impose that both Cx
2 and σ[011] operations have the same effect over the coupling

matrix in (1.13), i.e, that J10 = Cx
2 J01[Cx

2 ]
−1 = σ

[011]
2 J01[σ

[011]]−1. So,

J10 =

1 0 0
0 −1 0
0 0 −1

 ·
 Jxx

01 Jxy
01 Jxz

01

−Jxy
01 Jyy

01 Jyz
01

−Jxz
01 Jzy

01 Jzz
01

 ·
1 0 0

0 −1 0
0 0 −1

 (1.17)

=

−1 0 0
0 0 1
0 1 0

 ·
 Jxx

01 Jxy
01 Jxz

01

−Jxy
01 Jyy

01 Jyz
01

−Jxz
01 Jzy

01 Jzz
01

 ·
−1 0 0

0 0 1
0 1 0

 . (1.18)

Finally,Jxx −Jxy −Jxz

Jxy Jyy Jyz

Jxz Jzy Jzz

 =

Jxx −Jxz −Jxy

Jxz Jzz Jzy

Jxy Jyz Jyy

 ∴ J01 =

Jxx −Jxy −Jxy

Jxy Jyy Jyz

Jxy Jyz Jyy

 , (1.19)

where we drop the superfluous bound index. This coupling matrix possesses four different
coupling terms and defines the most general exchange Hamiltonian for pyrochlores. To make it
more familiar with the huge body of work performed on those magnets [11, 24, 31], we simply
redefine J01 as

J01 =

 J2 J4 J4
−J4 J1 J3
−J4 J3 J1

 , (1.20)

Exchange matrices equivalent to (1.20) can be obtained using several different methods [23],
but in the opinion of the author of this theses, this is the most clear. Once the most general
exchange coupling matrix for one specific bound is defined, the exchange coupling for different
bounds can be obtained using the symmetry operations of the D3d point group. For example,
a C[111]

3 rotation (see Appendix C) transforms the bound 〈01〉 into the bound 〈03〉. Another
C[111]

3 rotation transforms 〈03〉 into 〈02〉. A Sx
4 rotoinversion transforms 〈01〉 into 〈23〉. A Sy

4
transforms 〈02〉 into 〈31〉 and, finally, Sz

4 transforms 〈03〉 into 〈12〉. Each new coupling matrix is
obtained doing UJijU†, where U is the symmetry operation matrix.

So far, the basis for the matrices representations we have used are the global x, y, z axis, which
coincide with the crystallographic a, b, c. We can perform a transformation of basis to a different
coordinate system using Equation (1.12), so that

Jlocal
ij = Ui J

global
ij U†

j . (1.21)

Note that instead of transforming the Jglobal
ij to another global basis, now the matrices Ui and

Uj will correspond to the local coordinates of the unprimed atom pair i, j. The z axis of each
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Chapter 1 Introduction

local coordinate system will correspond to the local 〈111〉 direction. The x, y components can
be any two vectors perpendicular to z and to each other. To keep this derivation equivalent
to the performed in the literature [11, 24, 31], we choose the local coordinates described in the
Appendix D.

The Hamiltonian after the global → local coordinates transformation is expressed as

HEx = ∑
〈ij〉

JzzSz
i Sz

j − J±(S+
i S−j + S−i S+

j ) + J±±(γijS+
i S−j + γ∗ijS

−
i S−j )

+Jz±[Sz
i (ζijS+

j + ζ∗ijS
−
j ) + (ζ∗ijS

+
i + ζijS−i )S

z
j ], (1.22)

where γij = −ζ∗ij are bound dependent complex numbers with |γij| = 1, also given in the
Appendix D. The global exchange coupling parameters can be defined as a function of the local
ones as follows: 

J1
J2
J3
J4

 =
1
3


−1 4 2 2

√
2

1 −4 4 4
√

2
−1 −2 −4 2

√
2

−1 −2 2 −
√

2

 ·


Jzz
J±

J±±
Jz±

 . (1.23)

The form of the local coupling matrix for the bound 〈01〉 will be

Jlocal
01 = −2

J± − J±± 0 Jz±
0 J± + J±± 0

Jz± 0 −Jzz/2

 , (1.24)

which can be immediately compared to (1.20).

1.3.2.1 The Hamiltonian of Ising spins with octupolar interactions

The local coordinate system is especially important when exchange interactions between
Ising spins are being modelled. When the ground-state doublet symmetry constraints the
magnetic moment to point along the local-z, it can be shown that the interaction matrix, in
local coordinates, will not depend on the specific bound [23, 34, 35]. Hence, γij = −ζij = 1 in
Equation (1.22), and all bounds will share the same coupling coefficients matrix (1.24), which
we rename as follows:

JDO
ij =

Jxx 0 Jxz
0 Jyy 0

Jxz 0 Jzz

 . (1.25)

The linearised Hamiltonian for dipolar-octupolar doublets is thus [35]

HDO
Ex = ∑

〈ij〉
[JxxSx

i Sx
j + JyySy

i Sy
j + JzzSz

i Sz
j + Jxz(Sx

i Sz
j + Sz

i Sx
j )]. (1.26)

It is interesting to think about the physical origin of the non-diagonal coupling term Jxz in the
matrix (1.25). To do that, we have to look back at Equation (1.10). If we express the Kramers
ground-state doublet in the |J, mJ〉 basis, the eigenstates of Ising spins will have the form (see
Chapter 4)

∣∣Γ±0 〉 = ∑
J

J

∑
mJ=−J

α

∣∣∣∣J, mJ = ±
3
2

〉
± β

∣∣∣∣J, mJ = ∓
3
2

〉
+ γ

∣∣∣∣J, mJ = ±
9
2

〉
± δ

∣∣∣∣J, mJ = ∓
9
2

〉
+ · · ·+ ν |J, mJ = ±J〉 ± ξ |J, mJ = ∓J〉 . (1.27)
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1.3 Hierarchy of interactions: the frustration mechanism

Note that, as a consequence of the three-fold rotation symmetry of the D3d space group, the
wave functions of each doublet will be composed by states with |mJ〉 separated in units of
three. The operators J = (Jx, Jy, Jz) projected onto the wave functions of Equation (1.27) return
non-zero matrix elements only for Jz. In the basis of the doublet ground-state, this matrix will
be diagonal, proportional to S̃z.

Higher multipolar elements must therefore be considered if transverse coupling terms are to
take part in the Ising pyrochlore exchange Hamiltonian. Quadrupolar operators, as for example
J2

x, J2
y and J2

z , are diagonal, proportional to the identity. The next most important contribution
results then from the octupolar moments. The relevant operator, Equation (4.8) [29, 36], will be
discussed in more detail in Chapter 4. For now, it is interesting to mention that the transverse
terms in the exchange Hamiltonian of Ising pyrochlores can be physically understood as a
coupling between octupolar moments. This characteristic implies that multipolar interactions
affect the magnetic excitations exhibited by pyrochlores and that neutron scattering techniques
can be applied in order to investigate such states [29].

1.3.2.2 A note about the exchange Hamiltonian of pyrochlores

This is a short note, left here as a reminder to the reader, that the coupling matrices Jij
were initially derived purely on group theoretical grounds. For example, the J4 in the work
of Reference [24] was not identified as the components of the Dzyaloshinskii-Moriya vector,
because, in principle, this consideration is not necessary [23]. Recently, however, the physical
mechanism behind each one of the exchange coupling terms has been more deeply explored. In
the preprints [37, 38], Kitaev coupling given by (J2 − J1) is invoked. Those considerations do
not change the overall understanding and the derivation of the exchange coupling matrices
shown here.

1.3.2.3 Spin waves and linear spin wave theory

Spin waves are collective excitations, characterised by a propagation vector k, created out
of a defined magnetic ground-state once a angular momentum deviation of h̄ (spin flip) takes
place in a system of N spins. Its quantisation unit is a boson called magnon. In a classical vector
model, a spin wave can be represented by the precession of every localised spin at the lattice
about a quantisation axis [39, 40].

Once the exchange Hamiltonian is defined, the pertinent dispersion relations of the spin
waves can be calculated. To do so, one starts by replacing the spin operators Sx

i,j, Sy
i,j by the

spin ladder operators defined as S±i,j = Sx
i,j ± iSy

i,j
4. Additionally, Holstein and Primakoff [41]

introduced a transformation in order to express Sz
i (Sz

j ) and S±i (S±j ) in terms of the magnon

creation and annihilation operators a+
i (a+

j ) and ai (aj), respectively, as [39]

Sz
i = h̄(S− a+

i ai), (1.28)

S+
i = h̄

√
2S

(
1− a+

i ai

2S

)1/2

ai, (1.29)

4Note that this procedure was already performed in Equation (1.22), where Hex in the local coordinate system is
defined.
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and

S−i = h̄
√

2Sa+
i

(
1− a+

i ai

2S

)1/2

, (1.30)

where S is the total spin on a site i, j.
The approximation considered in linear spin wave theory (LSWT) is to truncate Equations

(1.28)-(1.30) up to the first order in ai or a+
i , so that the resulting exchange Hamiltonian does

not include quadratic terms of the annihilation/creation operators. This is an approximation
justified when magnon-magnon interactions, i.e, processes involving creation and annihilation
of two or three magnons, can be neglected. That this is indeed the case, one only discovers
measuring the spin wave spectra of a compound at very low temperatures.

After performing the Holstein-Primakoff transformation and the LSWT approximation, the last
step is to Fourier transform the operators (1.28)-(1.30) to obtain [40]

S+
i = h̄

√
2Sai = h̄

√
2S
N ∑

k
eik·ri ak,

S−i = h̄
√

2Sa+
i = h̄

√
2S
N ∑

k
e−ik·ri a+

k , (1.31)

where ri is the position of the magnetic atom i, N is the number of unit cells in the crystal and
a+

k (ak) are the creation (annihilation) operators of a magnon with wave vector k. Now the
exchange Hamiltonian can be diagonalised, the diagonal elements of the resulting matrix being
the dispersion relations ω(k) of the spin waves [42].

In this work, we use LSWT in order to compare its expected results with the excitations
obtained from a powder sample of the pyrochlore Yb2Ti2O7. The software SpinW, written
by Sándor Tóth [43], is used to calculate the dispersion relations of the pyrochlore exchange
Hamiltonian and their corresponding powder averaging.

1.3.3 Dipolar interaction

The interaction between two magnetic moments µi = gJ JiµB and µj = gJ J jµB separated by a
distance rijr̂ij = |ri − r j| is [44]

HDip =
( µ0

4π

) 1
2r3

nn
∑
〈ij〉

µi · µj − 3(µi · r̂ij)(µj · r̂ij)

(rij/rnn)3 , (1.32)

where gJ is the Landè g-factor [see Equation (B.3)], µ0 = 4π × 10−7 T ·m/A is the vacuum
permeability and µB is the Bohr magneton. One complication in the theoretical treatment of the
dipolar coupling in magnetic systems is that, as apparent in the Hamiltonian of Equation (1.32),
the dipolar interaction is long-range, decaying slowly with r3. It is also easy to see that the state
of minimum energy of HDip is that for which µi ‖ µj ‖ r̂ij. This condition is only satisfied in an
unidimensional system with collinear ferromagnetic spins. For any experimentally relevant
material, predominant dipolar interactions lead, inevitably, to frustration [45].

Microscopic models of interatomic magnetism do not require the inclusion of the dipolar
term in the Hamiltonian because, in general, it contributes only weakly to the Curie-Weiss
temperature. On the other hand, for trivalent ions such as Gd3+, Ho3+ and Dy3+, which possess
large localised magnetic moments, the magnetostatic energy scale demand the inclusion of
HDip into the analysis. It is possible to fully incorporate the dipolar coupling between nearest
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1.4 The genesis: the spin ice and the ice rules

neighbours into the exchange matrix Jij [10], a procedure that has been followed in several
experimental works [11, 29]. In the local coordinates system,

Jdip
zz

Jdip
±

Jdip
±±

Jdip
z±

 =
µ0µ2

B
12(4π)


20g2

z

−g2
xy

7g2
xy

−2
√

2gxygz

 , (1.33)

where gz = 2gJ〈Γ±0 |Jz|Γ±0 〉 and gxy = gJ〈Γ±0 |J±|Γ∓0 〉.
In the spin wave work performed on Yb2Ti2O7, dipolar interactions between the rare-earth

ions were neglected, since the exchange coupling is largely dominant in the Hamiltonian [24].
However, this is not the rule. The most notorious frustrated ground-state resulting from the
competition between exchange and dipolar interactions in Ising pyrochlores will be explored in
the next section.

1.4 The genesis: the spin ice and the ice rules

The pyrochlores Ho2Ti2O7 and Dy2Ti2O7 are what can be called canonical spin ice materials.
Looking superficially, the analogy between those systems and water ice can be slightly mis-
interpreted: pyrochlores are cubic systems, while water ice, in its most abundant Ih form, is
a hexagonal crystal [46]. One has to look at the coordination of each H+ proton, an exercise
performed by Linus Pauling in 1935 [46], to understand what water ice and spin ices have in
common.

As already known in 1935, the stability of liquid and solid water is guaranteed by the strong
intermolecular hydrogen bounds. The question posed (and answered) by Pauling was the
following: how is the intramolecular arrangement of atoms in H2O? The oxygen arrangement
was described based on x-ray measurements of ice. Each O2− is tetrahedrally surrounded by
other four oxygens, and the equilibration of the strong Coulomb repulsion between them is
performed by the H+, placed somewhere within the oxygen crystalline structure. The proposal
of Pauling was that the somewhere was not in the barycentre of the bound between two O2− ions,
but that the hydrogen is way closer to one oxygen than to the other [46]. Moreover, each O2−

will be coordinated by two protons, one close and other far located from it. The assumption of
Pauling is grounded on an entropic argument, which is fundamental in the discussion of spin
ices as well. Since that, if the two protons are at unequal distances from the anion, a given water
molecule can orient itself in six different ways and that each orientation has a probability 1/4
of connection with an adjacent molecule, the total number of configurations for this structure
is Ω = ( 6

4 )
N , where N is the number of molecules. Considering that S = kB ln Ω, the residual

entropy of the frozen water at very low temperatures will be R ln(3/2) (or R
2 ln(3/2) per H+

ion).
Before Pauling’s proposal, the experimental residual entropy of water ice had been determ-

ined to be ≈ 0.87 cal K/mol ∼ R ln(3/2). The analogy was transferred to magnetic systems
once Harris et al. [47] noticed that ferromagnetic coupled spins in the Ising pyrochlore possess a
ground-state with a two-in-two-out arrangement, as shown in Figure 1.6. The calculation of the
number of states is simple. Consider that N Ising spins may point only along two directions:
up or down (actually, this is truth for any doublet ground-state). The total number of states is
then Ω = 2N . However, only six out of 16 tetrahedra configurations obey the ice rules, with two
spins pointing in and two pointing out. For a system with a number of tetrahedra NT = N/2,

15



Chapter 1 Introduction

Figure 1.6: Top view (along the cubic 〈100〉 direction) of one of the spin arrangements of the
spin ice manyfold. In total, six of them are possible for each tetrahedron.

the number of states is therefore Ω = 2N(6/16)NT . With this we recover an entropy per spin of
R
2 ln(3/2), equivalent to that deduced by Pauling for water ice.

The fact that the spin orientations in those pyrochlores can be directly mapped onto those
of the proton positions in water ice motivated Harris et al. to name Ho2Ti2O7 a spin ice. The
empirical confirmation of the ground-state residual entropy in those materials came few years
later, with heat capacity measurements performed on Dy2Ti2O7. This experiment mimicked
the measurement of the residual entropy in water ice [48]. It was not, however, immediately
obvious i. why spin ices obey the ice rules and ii. why the calculation of the residual entropy,
which disregards the geometrical structure of the pyrochlore lattice beyond any individual
tetrahedron unit, gives such a good estimate of the experimental value [44].

Several studies try to answer those questions 5, but frustration is directly involved with the
first one. Note that the spin ice is intrinsically different from the ordinary spin glass phase. Even
though the low temperature state in spin ice is static and short-range ordered, the orientation of
the spins is not random because of the constraints imposed by the ice rules. Moreover, structural
disorder is not related to the development of the spin ice state, as it is for conventional spin
glasses [50].

The frustration in spin ices is a direct consequence, primarily, of the crystal field anisotropy,
and finally, of the ferromagnetic effective interactions. Both Ho2Ti2O7 and Dy2Ti2O7 have, hence,
positive Curie-Weiss temperatures. The coupling is said “effective” because, in those materials,
antiferromagnetic exchange and dipolar interactions compete [51]. The inclusion of the dipole-
dipole correlations is, thus, fundamental to explain why spin ice obeys the ice rules [51]. The
dipolar spin ice model was first proposed by Siddharthan et al. [52] shortly after the discovery
of the spin ice state in Ho2Ti2O7. Due to the long-range character of the dipolar interaction,
the implementation of the calculation carried out to solve the model is far from trivial [44].
The results, nevertheless, lead to a good reproduction of neutron scattering measurements
performed on spin ices, capturing the main features of the elastic pattern exhibited in the
reciprocal space [51].

The spin correlations revealed by the magnetic diffuse scattering measured in spin ices hint
even more. In 2008, Castelnovo et al. [53] proposed a model which supports the emergence
of magnetic charge in spin ice compounds. In the dumbbell model, each dipole residing at the
corners of the tetrahedra is replaced by a dumbbell of opposite charges separated by a distance
ad =

√
3/2rnn. By construction, this model captures in essence the complete spin ice physics,

including the minimum energy configurations satisfying the ice rules and the residual entropy.
The simplest excitation is created out off the ground-state with a spin flip, which violates the

5See [49] and References therein.
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1.5 What is this thesis about: motivation and outline

ice rules. This move creates a magnetic charge at the centre of the “defective” tetrahedron.
The biggest accomplishment of the dumbbell model is to demonstrate that the energy cost to
propagate those defects is finite, and, therefore, the emergent monopoles created by a spin flip
may be moved far apart by flipping a sequence of spins. As this is a thermally activated process,
the monopole density in spin ices goes to zero as T → 0.

When the density of induced monopoles is low enough (at low temperatures), the spin-spin
correlation function displays the spatial anisotropy and the 1/r3 decay, which are character-
istics of this so-called Coulomb phase [54]. The main experimental feature of spin ices are the
consequent appearance, in elastic neutron scattering, of pinch-point singularities at particular
lattice positions, the signature of dipolar correlations in spin space. The broadening of the line
shapes of the pinch points with increasing temperature could be attributed to deviations from
the ice rules stimulated by the creation of monopole/antimonopole pairs [55]. Other experiment
described the measured neutron structure factor of Dy2Ti2O7 in applied magnetic field as a
pattern of crystallised positive and negative monopoles [56].

Spin ices are not the main subject of this thesis, but their discovery marks the beginning of
intensive research of frustration in pyrochlore magnets.The nomenclature of the exotic states
predicted to emerge in the ground-state of several pyrochlores is also based on the work on
spin ices. Our concern in the next section is to describe conceptually a modified version of the
spin ice Hamiltonian, the recipe to produce the quantum spin ice.

1.5 What is this thesis about: motivation and outline

Frustrated materials are interesting because, rationally thinking, they are the ones that present
the best chances to display new, exotic phases of matter. Basically, one looks for the principles
of quantum mechanics or quantum electrodynamics to be realised in condensed matter systems.
This is not done so much to prove that the theory is right, as it is to show how much work is
still needed in order to capture the experimental features challenging conventional physics.

When one refers specifically to frustrated magnetism in pyrochlores, this would mean in
simple terms that we are trying to find the quantum analog of the spin ice. As exotic as emergent
monopoles can be, spin ices are in reality classical materials. The Hamiltonian of Ho2Ti2O7 and
Dy2Ti2O7 is composed of one single exchange term Jzz > 0 combined with dipolar interactions.
An interesting theoretical exercise would be, thus, to include transverse interactions, or quantum
fluctuations, in a ground-state exhibiting the well known, and very robust, spin ice behaviour.

Initially, the concept of quantum spin ice (QSI) was employed to describe the exotic phase of
matter emerging in the limit Jzz � J± and J±± � Jz±, as represented in Figure 1.7(a). This phase
diagram has a special significance to this work, because it results from experiments performed
on one of the materials studied in this thesis: the pyrochlore Yb2Ti2O7. Ytterbium titanate was
the first pyrochlore to have its exchange Hamiltonian, exactly the model of Equation (1.22), fitted
to spin waves measured using inelastic neutron scattering [24]. At that moment, not long ago,
the properties of Yb2Ti2O7 were not known to be so sensitive to sample defects. The parameters
reported in Reference [24] were largely consistent with those expected in an predominantly
Ising system, weekly perturbed by the transverse quantum J±, J±±, Jz± (see Table 7.1 in Chapter
7).

Reference [57] develops a theory, which has the advantage of not relying on perturbation
theory, but on a method called by the authors of gauge mean field theory (gMFT). The gMFT
supports the presence, when Jzz > 0 and J±± = 0, of two exotic phases of matter sharing space
with conventional ferromagnetic and antiferromagnetic states. These phases were denominated
Coulombic ferromagnet (CFM) and quantum spin liquid (QSL), later renamed quantum spin ice [58].
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Figure
10.

Z
ero

tem
perature

m
ean

field
phase

diagram
s

taken
through

sections
in

the
space

ofsym
m

etry-allow
ed

nearest
neighbourexchange

couplings
on

the
pyrochlore

lattice.
T

he
m

ean
field

theory
(gM

FT
),described

in
the

m
ain

text,can
capture

both
conventionally

ordered
and

quantum
spin

liquid
phases.

Panel(a)
(forodd

electron
m

agnets)show
s

a
pairofexotic

phases
em

erging
from

the
classicalspin

ice
point

J
±

=
0

and
J

z±
=

0—
the

quantum
spin

ice
(Q

SI)and
C

oulom
bic

ferrom
agnet(C

FM
).T

he
gM

FT
does

notcapture
the

perturbatively
exactphase

(in
sm

allparam
eter

J
z±

/J
zz )[51,53].

Panel(b)is
a

schem
atic

plotto
show

the
likely

effectofcorrecting
the

gM
FT

to
accountforthe

perturbative
result.

Panel(c)is
a

phase
diagram

foreven
electron

system
s

show
ing

the
quantum

spin
ice

phase
and

tw
o

quadrupolarphases
[52].

w
ith

w
eak

transverse
couplings

are
therefore

expected
to

be
natural,as

w
e

discuss
in

section
4.1.

Pragm
atically

speaking,
this

is
further

borne
out

by
the

existence
of

the
spin

ice
m

aterials
in

particular
H

o
2 T

2 O
7

w
ith

a
non-K

ram
ers

H
o

3+

ion,w
hich

are
very

w
elldescribed

by
a

classicaldipolarIsing

spin
ice

m
odel[23,26,86].

W
hile

the
energy

scale
J

⊥
/J

∥
is

sufficiently
sm

all
that

the
effective

ring
exchange

term
m

ay
be

typically
negligible

am
ong

‘classical’
spin

ice
m

aterials
such

as
D

y
2 Ti2 O

7
and

H
o

2 Ti2 O
7 ,

a
num

ber
of

rare-earth
pyrochlores

are
com

ing
to

light
that

exhibit
som

e
quantum

dynam
ics

[87,88].
W

e
return

to
this

topic
in

section
4.2.

It
is

of
considerable

interest
to

establish
the

nature
of

the
low

-
tem

perature
m

agnetism
in

these
m

aterials.
U

nfortunately,
the

degeneracy
of

non-K
ram

ers
crystal

field
doublets

being
accidental,itissensitive

to
perturbationsthatneed

notbe
tim

e-
reversal

sym
m

etry
invariant.

It
is

then
im

portant
to

address
the

size
oflikely

ring
exchange

term
scom

pared
to

crystalfield
degeneracy-breaking

perturbations.
T

he
crystalfield

ground
state

doubletsofK
ram

ersionsare,
by

com
parison,robustto

tim
e-reversalinvariantperturbations

and
there

are
no

a
priorisym

m
etry

constraints
on

the
relative

strength
ofthe

effective
anisotropic

exchange
couplings

(such
as

J
∥

and
J

⊥
).

Such
m

aterials
are

thus
expected

to
afford

an
exploration

ofthe
fullspace

ofsym
m

etry-allow
ed

nearest-
neighbourcouplings.

W
e

w
ould

then
expectto

com
m

only
find

J
⊥
/J

∥ ∼
O

(1
)

am
ong

K
ram

ers
ions.

T
he

recently
determ

ined
couplingsin

Y
b

2 Ti2 O
7

[89–91]and
E

r2 Ti2 O
7

[92,93]bearout
thisexpectation.T

he
gM

FT
described

above
yieldsa

region
of

param
eterspace

in
w

hich
the

U
(1

)liquid
livesw

here
the

trans-
verseterm

sarenotnecessarily
m

uch
sm

allerthan
J

∥ ,indicating
thatthe

U
(1

)liquid
m

ay
notbe

unnaturalin
K

ram
ersrare-earth

pyrochlores.
Indeed,there

is
extensive

on-going
w

ork
explor-

ing
the

nature
ofthe

low
-tem

perature
phase

ofY
b

2 Ti2 O
7

[89–
91,94–96],a

m
atterw

e
return

to
in

section
4.2.3.

T
he

perturbation
theory

deployed
to

find
the

ring
exchange

H
am

iltonian
earlier

in
section

3.1
does

nothing
to

suppress
Ising

couplingsbeyond
nearestneighbour[25,26],w

hich
m

ay
be

of
superexchange

or
m

ultipolar
origin,

or
from

the
long-

range
dipolar

interaction
[23,26],

the
latter

being
typically

large
am

ong
rare-earth

and
actinide

m
agnetic

ions.
Such

Ising
couplings

tend
to

lift
the

degeneracy
of

the
ice

states
[28,29]

and
the

stability
of

the
U

(1
)

liquid
ultim

ately
boils

dow
n,

roughly,
to

a
com

parison
of

the
energy

scales
of

ring
exchange

and
of

the
further

neighbour
Ising

couplings
of

the
form

J
zz
ij

(r
ij )S

z
i

i
S

z
j

j
.

R
eference

[56]
includes

a
study

of
the

effectofthe
third

neighbourIsing
coupling

on
Q

SI,finding
that

it
drives

long-range
order

above
som

e
threshold

that
is

O
(1)

tim
es

the
ring

exchange
coupling.

It
w

ould
be

interesting
to

considerfurtherthe
role

ofcouplingsbeyond
nearestneighbour

on
the

U
(1

)
phase.

In
sum

m
ary,

the
lanthanide

(4f)
pyrochlore

m
agnets

offer
a

tantalizing
opportunity

to
discover

Q
SI

phases.
For

K
ram

ers
m

agnets
am

ong
these

m
aterials,

it
is

possible
to

satisfy
all

the
criteria

necessary
to

see
Q

SI
physics

and
the

m
ain

difficulty
to

be
overcom

e
is

the
large

space
of

param
eters

that
such

m
aterials

can,
in

principle,
explore.

In
non-K

ram
ers

m
agnets,

the
pessim

istic
perspective

that
such

m
aterials

should
be

of
no

interest
for

exotic
quantum

states
of

m
atter,

because
of

their
large

angular
m

om
entum

J
and

large
single-ion

anisotropy,
is

not
correct.

T
hanks

to
w

ell-
isolated

low
-energy

Ising
doublets,the

underlying
high-energy

m
icroscopic

H
am

iltonian
can,

once
projected

in
the

low
-

energy
H

ilbert
space

spanned
by

the
doublets,

be
described

15

unlike
for

~J⊥
<

0,w
here

zero
flux

is
favored

[27].W
e
have

not
considered

the
properties

of
the

resulting
π-flux

versions
of

dQ
SI

and
oQ

SI,
leaving

this
for

future
w
ork.

Q
SI

is
expected

to
persist

over
a
larger

range
of

~J⊥
>

0,
since,

in
this

case,
both

~J
z

and
~J⊥

interactions
are

frustrated
[22].

W
e
now

discuss
the

phase
diagram

of
the

X
Y
Z
m
odel.

T
he

sim
plest

m
agnetically

ordered
phases

appear
ferro-

m
agnetic

in
localcoordinates;forinstance,if

~J
z
<

0
and

is
dom

inant,
h~τ zr i¼

m
d
≠
0.

T
his

is
the

“all-in-all-out”
(A

IA
O
)
state,w

here
dipoles

pointalong
the

localz
i
axes,

tow
ard

(aw
ay

from
)pyrochlore

tetrahedron
centers

lying
in

the
diam

ond
A
(B
)
sublattices

(or
vice

versa).Since
τ
z
and

τ
x
transform

identically
underspace

group,the
sam

e
A
IA
O

state
arises

w
hen

~J
x
<

0,j ~J
x j≫

~J
y;z .

A
distinct

m
agneti-

cally
ordered

phase,w
ith

h~τ yr i¼
m

o
≠
0,is

obtained
w
hen

~J
y
<

0,
j ~J

y j≫
~J
x;z .

T
his

state
has

antiferro-octupolar
(A

FO
)
order,

and
no

on-site
dipolar

order.
To

study
the

phase
diagram

aw
ay

from
the

sim
ple

lim
its

discussed
above,

w
e

em
ploy

gauge
m
ean

field
theory

(gM
FT

)
[21,22]

to
our

m
odel

[27].
gM

FT
m
akes

the
U
ð1Þ

gauge
structure

explicitvia
a
slave

particle
construc-

tion,and
is
capable

of
describing

both
Q
SI

and
m
agnetic

phases.
For

sim
plicity,

w
e
lim

ited
our

analysis
to

the
shaded

regions
show

n
(Fig.

3)
on

the
faces

of
a
cube

in
( ~J

x ,
~J
y ,

~J
z )

space.
W
e

find
only

the
tw
o

Q
SI

and
m
agnetically

ordered
phases

discussed
above.In

the
sam

e
regions

of
param

eter
space

w
e
analyzed

via
gM

FT,
the

X
Y
Z

m
odel

can
be

studied
via

quantum
M
onte

C
arlo

calculations
w
ithout

a
sign

problem
[27].

W
e
now

com
m
ent

on
the

prospects
for

applying
the

m
odels

discussed
above

to
real

m
aterials.

Prom
ising

system
s
to

realize
the

X
Y
Z

m
odel

are
N
d
2 B

2 O
7
pyro-

chlores.
B
¼

Z
r,
Sn

com
pounds

are
insulators

exhibiting

antiferrom
agnetic

order
atlow

tem
perature

[40,41].W
hile

the
B
¼

Ircom
pound

is
know

n
to

carry
a
D
O
doublet[33],

the
physics

is
com

plicated
by

the
presence

ofIrconduction
electrons

[7].Synthesis
of

other
N
d
pyrochlores

has
been

reported
[42].

T
he

validity
of

the
X
Y
Z
m
odel

description
could

be
ascertained

and
the

exchange
couplings

m
easured

directly
via

neutron
scattering

in
applied

m
agnetic

field,as
w
as

done
in

the
dipolar

case
for

Y
b
2 T

i2 O
7
[43].

D
O

doublets
are

likely
in

D
y
pyrochlores

[34],
but

the
large

m
om

ent
of

D
y
3þ

m
eans

dipolar
interactions

m
ust

be
included.D

O
doublets

m
ay

also
occur

in
B
-site

rare
earth

spinels,
and

there
is

evidence
for

this
in

C
dE

r2 Se
4
[44].

M
ore

broadly,strongly
localized

d-electron
M
ottinsulators

w
ith

S
¼

3=
2
and

D
3d

site
sym

m
etry

com
prise

another
class

ofsystem
s
w
here

D
O
doublets

m
ay

be
the

low
-energy

degrees
of

freedom
.

5d
system

s
are

a
likely

setting
for

itinerant
(or

w
eakly

localized)
D
O

doublets.
C
d
2 O

s
2 O

7 ,
believed

to
exhibit

A
IA
O

order
below

a
finite-tem

perature
m
etal-insulator

transition
[45,46],

has
O
s
3þ

in
5d

3
configuration.

M
icroscopic

calculations
indicate

a
D
O

doublet
ground

state,butshow
a
very

sm
allsplitting

betw
een

ground
and

first
excited

doublets
[47],likely

due
to

H
und’s

coupling.
M
oreover,

electronic
structure

calculations
do

not
show

a
clear

separation
betw

een
D
O

doublet
and

other
energy

bands[48,49].T
hus,5d

1
system

s,perhapson
otherlattices,

m
ay

be
m
ore

prom
ising

for
the

realization
of

itinerantD
O

doublets.
In

sum
m
ary,w

e
have

pointed
outthatK

ram
ers

doublets
w
ith

dipolar-octupolarcharactercan
arise

on
the

sites
ofthe

pyrochlore
lattice

in
both

d-
and

f-electron
system

s.
W
e

studied
effective

m
odels

of
D
O

doublets
in

itinerant
and

localized
lim

its,finding
topologicalinsulation

in
the

form
er

case,and
tw
o
distinctquantum

spin
ice

phases
in

the
latter.
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param
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Shaded
regions

w
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FT.R

ight:gM
FT

phase
diagram
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the
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z ¼

1
surface
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the

cube,
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SI,
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FO

phases
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W
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B
eh
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d

seem
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g
ly

in
n
o
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o
u
s

d
efi
n
in
g

p
ro
p
erties—

stro
n
g
sp
in

co
rrelatio

n
s,
th
e
ab
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ce
o
f
static

m
ag
n
etic

m
o
m
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ts,

an
d
u
n
b
ro
k
en

cry
stallin

e
sy
m
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etry

—
Q
S
L
s

d
isp

lay
th
e

co
n
seq

u
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ces

o
f

extrem
e

q
u
an
tu
m

en
tan

g
lem

en
t.
T
h
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in
clu

d
e
em

ergen
t
g
au
g
e
fi
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s
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d

fractio
n
al

ex
citatio

n
s,
w
h
ich

tak
e
th
ese

states
b
ey
o
n
d
th
e

u
su
al
‘‘m

ean
fi
eld

’’
p
arad

ig
m

o
f
p
h
ases

o
f
m
atter.N

o
t
o
n
ly

are
th
ese

p
h
ases

ch
allen

g
in
g
to

p
red

ict
an
d
d
escrib

e,
th
ey

h
ave

also
p
rov

en
very

h
ard

to
fi
n
d
in
th
e
lab

o
rato

ry,ren
d
er-

in
g
th
eir

search
an
d
d
iscovery

even
m
o
re

tan
talizin

g
.

A
co
n
sen

su
alp

lace
to
lo
o
k
fo
r
Q
S
L
s
is
am

o
n
g
fru

strated
m
ag
n
ets

[1].
F
ru
stratio

n
allow

s
th
e
sp
in
s
to

avo
id

p
h
ases

w
h
ere

th
ey

are
eith

er
o
rd
ered

o
r
fro

zen
,
w
ith

relatively
sm

all
fl
u
ctu

atio
n
s
an
d
co
rrelatio

n
s
b
etw

een
th
em

.
R
ecen

t
ex
perim

en
ts

h
av
e
g
iven

co
m
p
ellin

g
ev
id
en
ce

o
f
a
Q
S
L

state
in

certain
tw
o
-d
im

en
sio

n
al

o
rgan

ic
m
aterials

[2],
b
u
t
b
o
th

m
icro

sco
p
ic
an
d
fu
lly

co
n
sisten

t
p
h
en
o
m
en
o
lo
g
i-

cal
th
eo
ries

are
lack

in
g
.
B
y
co
n
trast,

cla
ssica

l
sp
in

liq
u
id
s

h
ave

b
een

co
n
clu

sively
seen

an
d
m
icro

sco
p
ically

u
n
d
er-

sto
o
d
in

th
e
sp
in

ice
p
y
ro
ch
lo
res

[3].
T
h
is
raises

th
e
p
o
s-

sib
ility,su

g
g
ested

ex
perim

en
tally

[4
]
an
d
th
eo
retically

[5],
o
f
Q
S
L
s
in

th
o
se

rare
earth

p
y
ro
ch
lo
res

in
w
h
ich

sp
in
s
are

n
o
n
classical,

su
p
p
o
rted

b
y
recen

t
resu

lts
o
n
Y
b
2 T

i2 O
7
[4].

H
ow

ev
er,

fo
r
an
y
m
aterial,

o
n
ly

d
etailed

,
q
u
an
titative

th
e-

o
ry

p
red

ictin
g
th
e
typ

e(s)
an
d
p
ro
p
erties

o
f
Q
S
L
s
th
at

ap
p
ear

a
n
d
m
atch

in
g
ex
perim

en
ts
can

tak
e
th
e
p
h
y
sics

to
th
e
n
ex
t
level.

W
e
tak

e
u
p
th
is

ch
allen

g
e
h
ere

fo
r
q
u
an
tu
m

rare
earth

p
y
ro
ch
lo
res.

O
u
r
an
aly

sis
co
n
fi
rm

s
th
at

a
‘‘U

ð1Þ’’
Q
S
L

p
h
ase

ex
ists

in
th
e
p
h
ase

d
iag

ram
(F
ig
.
1)

o
f
a
sp
ectru

m
o
f
real

m
aterials,

an
d

is
fu
rth

erm
o
re

su
p
p
lem

en
ted

b
y

an
o
th
er

ex
otic

p
h
ase,

a
C
o
u
lo
m
b
ic

ferro
m
ag
n
et,

w
h
ich

co
n
tain

s
sp
in
o
n
s,

b
u
t
d
isp

lay
s
n
o
n
zero

m
ag
n
etizatio

n
.

W
e

also
stu

d
y

th
e

co
n
fi
n
em

en
t

tran
sitio

n
s

o
u
t

o
f

th
ese

C
o
u
lo
m
b
p
h
ases,

w
h
ich

are
an
alo

g
o
u
s
to

‘‘H
ig
g
s’’

tran
sitio

n
s
[6].F

in
ally,w

e
d
iscu

ss
ex
p
erim

en
tal

sig
n
atu

res
o
f
th
e
U
ð1Þ

Q
S
L
,
an
d
o
f
th
e
U
ð1Þ

C
o
u
lo
m
b
ferro

m
ag
n
et.

T
h
e
m
o
st

g
en
eral

n
earest-n

eig
h
b
or

sy
m
m
etry

-allow
ed

ex
ch
an
g
e
H
am

ilto
n
ian

fo
r
sp
in
-1=2

sp
in
s
(realo

r
effectiv

e)
o
n
th
e
p
y
ro
ch
lo
re

lattice
is

H
¼

Xhiji fJ
zz S

zi S
zj $

J% ðS
þi
S
$j
þ

S
$i
S
þj Þ

þ
J%

% ½!
ij S

þi
S
þj
þ

!
(ij S

$i
S
$j )

þ
J
z% ½S

zi ð"
ij S

þj
þ

"
(ij S

$j Þþ
i$

j)g;
(1
)

w
h
ere

!
is
a
4*

4
co
m
p
lex

u
n
im

o
d
u
lar

m
atrix

,
an
d
"
¼

$
!
(
[4
].T

h
e
ex
p
licitex

p
ressio

n
o
f
!
an
d
o
f
th
e
lo
calb

ases
w
h
o
se

co
m
p
o
n
en
ts

are
u
sed

in
E
q
.
(1)

are
g
iven

in
th
e

S
u
p
p
lem

en
tal

M
aterial

[7].
T
h
e
fi
rst

term
(w

e
assu

m
e
in

0.0
0.1

0.2
0.3

0.4
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

J
J

zz

Jz Jzz

F
IG

.
1
(co

lo
r
o
n
lin

e).
G
au
g
e
m
ean

fi
eld

p
h
ase

d
iag

ram
o
b
-

tain
ed

fo
r
J%

%
¼

0
an
d
J
zz
>

0
.
‘‘Q

S
L
,’’

‘‘C
F
M
,’’

‘‘F
M
,’’

an
d

‘‘A
F
M
’’
d
en
o
te

th
e
U
ð1Þ

q
u
an
tu
m

sp
in

liq
u
id
,
C
o
u
lo
m
b
ferro

-
m
ag
n
et,

stan
d
ard

ferro
m
ag
n
et,

an
d

stan
d
ard

an
tiferro

m
ag
n
et,

resp
ectively.

P
h
ase

b
o
u
n
d
aries

w
ith

(w
ith

o
u
t)
w
h
ite

lin
es

in
d
i-

cate
d
isco

n
tin

u
o
u
s
(co

n
tin

u
o
u
s)

tran
sitio

n
s
in

g
M
F
T
.
N
o
te

th
at

th
e
d
iag

ram
is
sy
m
m
etric

in
J
z%

!
$
J
z%
.

P
R
L
108,

0
3
7
2
0
2
(2
0
1
2
)

P
H
Y
S
I
C
A
L

R
E
V
I
E
W

L
E
T
T
E
R
S

w
eek

en
d
in
g

2
0
JA

N
U
A
R
Y

2
0
1
2

0
0
3
1
-9
0
0
7=

1
2
=1
0
8
(3
)=0

3
7
2
0
2
(5
)

0
3
7
2
0
2
-1

!
2
0
1
2
A
m
erican

P
h
y
sical

S
o
ciety

(a) Savary et al. Phys. Rev. Lett. 108, 037202 
(2012)

(d) Jaubert et al. Phys. Rev. Lett. 115, 267208 
(2015)

(b) G
ingras et al. Rep. Prog. Phys. 77, 056501 

(2014)

(e) Yan et al. Phys. Rev. B 95, 094422 (2017)

H
A

N
Y

A
N

,O
W

E
N

B
E

N
T

O
N

,L
U

D
O

V
IC

JA
U

B
E

R
T,A

N
D

N
IC

SH
A

N
N

O
N

PH
Y

SIC
A

L
R

E
V

IE
W

B
95,094422

(2017)

FIG
.1.

C
lassical

ground-state
phase

diagram
for

a
pyrochlore

m
agnetw

ith
anisotropic

exchange
interactions.T

he
m

odelconsidered
is

the
m

ost
general

nearest-neighbor
exchange

H
am

iltonian
on

the
pyrochlore

lattice
H

ex
[E

q.
(1)],

w
ith

sym
m

etric
off-diagonal

exchange
J

3
<

0,and
vanishing

D
zyaloshinskii-M

oriya
interactions

(J
4 =

0).
T

here
are

four
distinct

ordered
phases,

illustrated
in

the
insets

of
Fig.

3.
Points

correspond
to

published
estim

ates
of

param
eters

for
Y

b
2 Ti2 O

7
[44],

E
r2 Ti2 O

7
[26],

and
E

r2 Sn
2 O

7
[34],

setting
J

4 =
0.

T
he

w
hite

circle
corresponds

to
the

path
through

param
eterspace

show
n

in
Fig.3.

as
E

r2 Ti2 O
7 ,w

hich
is

extrem
ely

w
elldescribed

by
a

nearest-
neighborexchange

m
odel[25–27],do

orderm
agnetically

[25].
T

he
phase

diagram
ofH

ex
[E

q.(1)]fora
quantum

spin-1
/2

has
previously

been
studied

using
m

ean-field
and

spin-w
ave

approxim
ations,

w
ith

m
any

papers
em

phasizing
connections

w
ith

spin
ice

[5,8,9,11,46].In
this

article
w

e
take

a
different

approach,
starting

from
an

analysis
of

the
w

ay
in

w
hich

differentspin
configurationsbreak

the
point-group

sym
m

etries
of

the
pyrochlore

lattice.
W

e
show

that,
for

classical
spins,

the
problem

of
finding

the
ground

state
ofH

ex
[E

q.(1)]
can

be
neatly

separated
into

tw
o

steps:
(i)

finding
the

ground
state

of
a

single
tetrahedron

and
(ii)

understanding
how

the
spin

configuration
on

that
tetrahedron

can
be

used
to

tile
the

pyrochlore
lattice.

T
he

first
step,

in
turn,

reduces
to

understanding
how

the
different

interactions
in

the
m

odel
transform

under
the

sym
m

etries
T

d
of

a
single

tetrahedron.
T

he
second

step,sum
m

arized
in

a
sim

ple
setof

“L
ego-brick”

rules,
enables

us
to

encom
pass

both
ordered

ground
states,

w
hich

break
lattice

sym
m

etries,and
spin

liquids,w
hich

do
not.

T
his

approach,
augm

ented
by

spin-w
ave

calculations
and

extensive
classicalM

onte
C

arlo
sim

ulations,m
akes

itpossible
both

to
establish

a
com

plete
phase

diagram
forH

ex [E
q.(1)]as

a
function

(J
1 ,J

2 ,J
3 ,J

4 ),and
to

link
ground-state

properties
to

predictions
for

neutron-scattering
experim

ents.In
this

article,
taking

ourm
otivation

from
estim

ated
param

etersforY
b

2 Ti2 O
7

[44],
E

r2 Ti2 O
7

[26],
and

E
r2 Sn

2 O
7

[34],
w

e
concentrate

on
ordered

phases
in

the
lim

it
J

3
<

0,
J

4 =
0.

H
ere

there
is

a
com

petition
betw

een
four

different
types

of
order:

a
Palm

er-C
halker

[47]
phase

(!
4 ),a

noncollinear
ferrom

agnet

FM

4
2

3

0.01
1
100

10
5

3

J1J3
cos
Θ

J2
J3 sin Θ

FIG
.2.

Suppression
of

classical
order

by
quantum

fluctuations
in

pyrochlore
m

agnets
w

ith
anisotropic

exchange
interactions,

as
described

by
H

ex
[E

q.
(1)],

w
ith

J
3

<
0,

J
4 =

0.
C

olored
regions

show
the

four
ordered

phases
illustrated

in
Fig.

3.
W

hite
regions

indicate
w

here
quantum

fluctuationselim
inate

conventionalm
agnetic

order,w
ithin

a
linearspin-w

ave
theory.Param

eters
J

1 /|J
3 |=

ρ
cos

θ,
J

2 /|J
3 |=

ρ
sin

θ
are

show
n

on
a

log-polar
scale

w
ith

0
<

ρ
!

10
6.

T
he

w
hite

circle
corresponds

to
the

path
through

param
eter

space
show

n
in

Fig.3.

(FM
),

a
coplanar

antiferrom
agnet

(!
3 ),

and
a

noncoplanar
antiferrom

agnet(!
2 ).T

he
w

ay
in

w
hich

these
phases

relate
to

one
anotheris

illustrated
in

Figs.1,2,and
3.

C
rucially,the

sam
e

sym
m

etry-based
approach

used
to

find
ordered

ground
states

also
perm

its
us

to
explore

the
w

ay
in

w
hich

these
physically

distinctstatesare
connected

by
the

“ac-
cidental”

degeneracies
arising

at
boundaries

betw
een

phases
w

ith
differentsym

m
etry.T

he
enlarged

ground-state
m

anifolds
at

these
phase

boundaries
have

far-reaching
consequences,

once
quantum

and
therm

alfluctuations
are

taken
into

account.
T

he
com

m
on

them
e

w
hich

em
ergesisofsystem

s“living
on

the
edge”—

the
physicalproperties

ofm
aterials

show
ing

one
type

of
m

agnetic
order

being
dictated

by
the

proxim
ity

of
another,

com
peting,ordered

phase.
T

hus,in
Y

b
2 Ti2 O

7 ,w
e

find
ferrom

agnetic
orderproxim

ate
to

com
peting,“!

3 ”
and

“!
2 ”

phases,w
hich

m
anifest

them
-

selves
in

the
“rods”

seen
in

neutron
scattering.

M
eanw

hile,
in

E
r2 Ti2 O

7 ,
w

e
discover

that
the

reason
fluctuations

select
the

w
ell-established

!
2

ground
state

[25–27]is
proxim

ity
to

a
neighboring

Palm
er-C

halkerphase,asillustrated
in

Fig.4.A
nd

in
the

case
of

E
r2 Sn

2 O
7 ,w

e
find

thatfluctuations
of

Palm
er-

C
halker

order
predom

inate,
but

that
all

form
s

of
m

agnetic
orderare

strongly
suppressed

by
the

proxim
ity

ofa
degenerate

ground-state
m

anifold
connected

to
a

neighboring
!

2
phase.

W
e

note
that

the
sam

e
approach

of
com

bining
sym

m
etry

analysis
and

the
L

ego-brick
rules

can
also

be
used

to
system

-
atically

search
for

unconventional
ordered

states
and

new
(classical)

spin-liquid
phases

on
the

pyrochlore
lattice.

T
his

is
a

them
e

w
hich

w
ill

be
developed

elsew
here

[48,49].
T

he
rem

ainderofthe
presentarticle

is
structured

as
follow

s:

094422-2

(c) H
uang et al. Phys. Rev. Lett. 112, 167203 

(2014)

(f) Rau et al. A
nnu. Rev. C

ondens. M
atter Phys. 

10, 357-86 (2019)

Figu
re

1.7:P
hase

d
iagram

s,relevantto
this

w
ork,sp

anning
the

research
on

p
yrochlore

m
agnets

in
the

lastyears.
(a)G

au
ge

m
ean

fi
eld

theory
p

hase
d

iagram
[57]

of
the

H
am

iltonian
(1.22)

for
Jzz

>
0

and
J±
±
=

0.
P

hases
p

resented
are

“Q
SL”

(quantum
spin

liquid),“C
FM

”
(C

oulom
bic

ferrom
agnet),“FM

”
(standard

ferrom
agnet)and

“A
FM

”
(antiferrom

agnet).(b)Slightly
m

odified
phase

diagram
,referentto

(a),w
hich

takes
into

accou
ntthe

pertu
rbative

lim
it

Jz±
/

Jzz �
1

[57,58].N
ote

thatthe
nom

enclatu
re

ofthe
“Q

SL”
phase

w
as

m
od

ifi
ed

to
“Q

SI”,or
quantum

spin
ice

[58].(c)The
firstdiagram

presenting
the

phases
expected

for
dipole-octupole

doublets
in

the
pyrochlore

lattice,using
the

m
od

elH
am

iltonian
(1.26).O

n
the

lefthand
sid

e,unitcube
ofthe

X
Y

Z
m

od
el[34].O

n
the

righthand
sid

e,the
J̃z
=

1
surface

ofthe
cube,

w
here

the
“d

Q
SI”

(dipolar
quantum

spin
ice),“A

IA
O

”
(all-in-all-out)and

“A
FO

”
(antiferro-octupolar)phases

are
found

[34].(d
)-(e)C

lassical
ground-state

phase
diagram

s,w
hich

m
ake

explicitthe
position

ofY
b

2 Ti2 O
7

in
the

phase-space
oflong-range

ordered
pyrochlores

[9,31,59].
A

lluse
the

sam
e

m
od

elH
am

iltonian
(1.22).T

he
Ψ

2
and

Ψ
3

phases
in

(d
),(e)and

(f)correspond
to

each
ofthe

tw
o

basis
vectors

ofthe
Γ

5
irreducible

representation
(see

Table
2.1).

18



1.5 What is this thesis about: motivation and outline

In the region where the perturbative limit applies (Jz±/Jzz → 0), the phase diagram is most
adequately sketched in Figure 1.7(b).

Believing that it had more to show, my thesis research started on the study of the intricate
ground-state of Yb2Ti2O7. It may seem unreasonable to study a system which has its Hamilto-
nian already determined based on inelastic neutron scattering experiment. As we are going
to show in Chapter 7, the Hamiltonian fitted (and reviewed several times) by different groups
using different samples seem to agree with the experiment only when sharp spin waves develop
in the system in high applied magnetic fields. Under zero field, although some remnants of
spin wave dynamics are indeed present in the pyrochlore, most of the excitations are of exotic
origin and, to date, not completely understood. Recently, many works have focused on the
effect that multiphase competition has in the ground-state of pyrochlores. This is illustrated
in the classical phase diagrams of Figures 1.7(d)-(f), which demonstrate how close to phase
boundaries Yb and also Er-based pyrochlores lie.

Another intriguing property of Yb2Ti2O7 is that the compound displays long-range order in
its ground-state, something which is totally absent in the QSI model [57]. This is a intentional
spoiler of the results presented in Chapter 6, in which we detail the experimental findings about
the static magnetism present on our Yb2Ti2O7 sample.

As the Yb2Ti2O7 results are the most complicated, they are left to the end. We initiate
presenting the research which was chronologically performed later. Its main objective is to
understand the magnetism of the Sm3+ ion in the frustrated pyrochlore lattice. Two materials,
Sm2Ti2O7 and Sm2Sn2O7, with different B sites, for reasons that will be explored in Chapter 3,
were studied. This work was proven very challenging from the experimental point of view, as
many of those materials properties remained invisible to neutron scattering.

The research on Sm-based pyrochlores was initially conducted in order to identify the mag-
netic behaviour of compounds that, unlike spin ices, present vanishingly small dipolar interac-
tions due to the weak magnetic moment of the samarium trivalent ion. This has an interesting
effect on the Hamiltonian of Ising pyrochlores, class to which, as demonstrated in Chapter 4,
the two Sm-based pyrochlores belong. This kind of doublet ground-state supports the magnetic
moment fragmentation scenario, developed and discussed in the context of the experimental
findings in the end of Chapter 5.

Ising pyrochlores may also develop QSI phases. In order to show that, the phase diagram
for dipolar-octupolar doublets studied in Reference [34] is reproduced in Figure 1.7(c). The
model Hamiltonian used in the construction of it is given in Equation (1.25), where the authors
performed a pseudospin rotation to transform the four exchange coupling parameters into only
three, which are referred in Figure 1.7(c) as J̃x, J̃y, J̃z. The particular transformation is irrelevant
to our work, although it must be taken into account once external magnetic field is included into
the model [23]. Two versions of the QSI phases are present in the parameter space studied via
gMFT, partially shown on the right hand side of Figure 1.7(c). Additionally, the conventional
all-in-all-out (AIAO) phase and a new antiferro-octupolar order (AFO) may emerge. The AFO
phase, as mentioned in Reference [34], does not present any on-site dipolar order.
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Chapter 2

Experimental

2.1 General scattering theory of neutrons

Neutrons are chargeless, spin-1/2 particles with mass mn = 1838me, where me = 9.109(3)×
10−31 kg is the electron mass. They interact with matter mainly via the (very) short-range strong
nuclear force or via dipole-dipole interactions with the atomic electron cloud [60]. For being
chargeless, and, therefore, not being subject to Coulomb forces, neutrons can travel through
matter and reach deeper regions in bulk materials [61]. Moreover, the dipole-dipole interaction
render them especially sensitive to the sample magnetism. Those two important characteristics
make neutrons to be considered the golden standard for the study of magnetic properties on
condensed matter systems.

Apart from the sensibility to magnetism, there are also some other practical reasons for the
suitability of neutron scattering techniques on the study performed in this thesis. Since we are
working with oxide materials, the precise investigation of the structure of our samples requires
the use of neutron diffraction. Unlike those of x-rays, to which light atoms as oxygen are
transparent [62], the neutron cross-sections change in a quite erratically way along the periodic
table. This is related to the intrinsic properties of the strong nuclear force and, consequently,
the neutron cross-sections are not calculated, but measured [63]. Luckily enough, neutron
experiments also allow the use of complex sample environment (as dilution cryostats) on an
everyday basis. This is another reason for the necessity of employing neutron scattering in this
work.

Before we get more into the particularities of neutron scattering, we examine some generalities
of the physics surrounding neutrons. The maximum energy of the neutrons employed in
scattering techniques is between 1− 100 eV, far from the relativistic regime [60, 61]. Those
neutrons have an energy

E =
mnv2

2
, (2.1)

where mn = 1.6749× 10−27 kg is the neutron mass and v is its velocity. SI units are not ideal in
this situation, and from now on, neutrons are going to be defined either by their energy, in meV,
or by their wavelength λ, given by the de Broglie relation [60, 61]

λ =
h

mnv
, (2.2)

where h is the Planck constant. The neutron wave vector k has the direction of v and magnitude
[60, 61]

k =
2π

λ
. (2.3)

In a scattering experiment, one is measuring the probability, within a solid angle dΩ, that a
neutron with incident k is scattered with a wave vector k′. A schematic displaying the scattering
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Figure 2.1: Schematic of a generic scattering process. k denotes the wave vector of the incident
neutron scattered by a point nucleus. The wave vector of the scattered neutron is k′.

process is shown in Figure 2.1. When a neutron “hits” an atom in the material, two processes
may occur: either it is scattered with final energy equal to its incident energy (k = k′), or
an energy transfer between neutron and system occurs. The first process is defined as elastic
scattering, or diffraction, while the second is called inelastic scattering. In both situations, the
momentum transfer Q, or scattering vector is defined as [60, 61]

Q = k− k′. (2.4)

The cosine rule yields, for the triangles of Figure 2.1,

Q2 = k2 + k′2 − 2kk′cos(2θ), (2.5)

where 2θ can be replaced by γ, depending on the scattering process. Assuming the diffraction
condition is satisfied and substituting Equations (2.3) and (2.4) in (2.5), we obtain

Q =
4π

λ
sin(θ). (2.6)

Below, in parallel with some basic definitions of a crystallographic system and the conditions
for elastic and inelastic scattering in condensed matter, we are going to develop briefly some
fundamental principles of the neutron scattering theory.

2.2 Elementar scattering theory of neutrons

It was Léon van Hove that, in a work published in 1954, generalised the theory of scattering
to be also applicable to neutrons [64]. He started by noting the two prerequisites for the validity
of the Born-Oppenheimer approximation of the differential scattering cross-section:

(i) The initial state of the system is pure and not changed by the scattering process → in
other words, this describes the elastic scattering.

(ii) The energy transfer occurring in the scattering process is negligible compared to the
energy of the scattered probe→ this is the so-called static approximation [60, 61].
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2.2 Elementar scattering theory of neutrons

It is not difficult to see that, simply as stated above, the condition (ii) does not apply to inelastic
neutron scattering. For a given wavelength, neutrons have energies comparable to the energy
of elementary excitations of matter. This is, inter alia, one of the strengths of the technique.

The generalisation conceived by Van Hove, an the solution to the problem, was to extend the
concept of static pair-distribution function g(r), which describes the correlation between a particle
of position r′+ r with a particle at the position r′. The neutron cross-section should thus be
expressible in terms of a generalised pair-distribution function G(r, t), which now is also a function
of time. Instead of describing only spatial correlations, G(r, t) connects the particle at a position
r′+ r at a time t′ + t with a particle at a position r′ at a time t′. Note that this correlation is
not determined only between pairs of particles, but also for single particles that, for example,
moved a distance r in a time t (self-correlation).

The neutron scattering cross-section is defined as the number of neutrons scattered per
second into a solid angle dΩ with energy transfer between h̄ω and h̄(ω + dω) [61, 65]. We
imagine a system S in an initial state |λ〉 with energy Eλ and thermal population probability
1
Z exp(−Eλ/kBT), where kB is the Boltzmann constant, T is the temperature and Z is the
partition function. Starting from the Fermi’s golden rule, it can be shown that [61]

d2σ

dΩ dω
=

(
mn

2πh̄2

)2 k′

k ∑
λ′,σ′

∑
λ,σ

pλ pσ|〈k′, σ′, λ′|U|k, σ, λ〉|2δ(h̄ω + Eλ − Eλ′). (2.7)

After the scattering, the system is in a state |λ′〉 with energy Eλ′ . The terms σ and σ′ are the
spin polarisability of the incoming and scattered neutrons and pσ is the polarisation probability.
U is the interaction operator, which depends on the specific scattering process. If we consider
elastic scattering by a nuclei at a fixed position r j, the interaction operator takes the form of the
Fermi pseudopotential [60, 61]

U(r) =
2πh̄2

mn
∑

j
bjδ(r− r j), (2.8)

where bj is the scattering length of an isotope j. If one describes the incoming and outgoing
neutron as plane waves, the matrix elements of U(r) are

〈k′, λ′|U(r)|k, λ〉 =
(

2πh̄2

mn

)
〈λ′|

∫
dr e−ik′·r ∑

j
bjδ(r− r j) eik·r|λ〉, (2.9)

which, after integration and substitution of k− k′ by Q, becomes

〈k′, λ′|U(r)|k, λ〉 =
(

2πh̄2

mn

)
〈λ′|∑

j
bj eiQ·r j |λ〉. (2.10)

Inserting Equation (2.10) into Equation (2.7) and replacing the Schrödinger operator eiQ·r j

by time dependent Heisenberg operators eiQ·r j(t) = ei Ht
h̄ eiQ·r j e−i Ht

h̄ , one finally obtains the
cross-section,

d2σ

dΩ dω
=

1
2πh̄

k′

k ∑
j,j′

bjbj′

∫
〈e−iQ·r j′ (0)eiQ·r j(t)〉e−iωt dt. (2.11)

Note that the operators r j(0) and r j(t) do not necessarily commute.
The integrand between brackets in Equation (2.11) is called intermediate scattering pair-

correlation function

I(Q, t) =
1
N ∑

j,j′
〈eiQ·r j(0)eiQ·r j(t)〉, (2.12)
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where N is the number of atoms in the system. The Fourier transform (in space) of Equation
(2.12) returns the space-time pair-correlation function G(r, t) as originally introduced by van
Hove [64]. As the measurement occurs in the reciprocal space, most useful is the Fourier
Transform of Equation (2.12) with respect to t, which yields

S(Q, ω) =
1

2πh̄

∫
I(Q, t)e−iωt dt. (2.13)

This is the so-called neutron dynamic structure factor, which is directly related to Equation (2.11).

2.2.1 Coherent and incoherent scattering

Coming back to Equation (2.11), we have two cases to consider: j = j′ (self-correlation Gs(r, t),
see above) and j 6= j′ (Gd(r, t)). If

j = j′, 〈bjbj′〉 = 〈bjbj〉 = 〈b2〉. (2.14)

On the other hand, if
j 6= j′, 〈bjbj′〉 = 〈bj〉〈bj′〉 = 〈b〉2. (2.15)

Equation (2.11) becomes then

d2σ

dΩ dω
= N

k′

k

∫
e−iωt dt

∫
eiQ·r dr (〈b2〉Gs(r, t) + 〈b〉2Gd(r, t)). (2.16)

Assuming G(r, t) = Gs(r, t) + Gd(r, t) and performing the Fourier transform in space, one can
finally split the cross-section into two components:(

d2σ

dΩ dω

)
coh

= N
k′

k
〈b〉2Scoh(Q, ω), (2.17)

and (
d2σ

dΩ dω

)
incoh

= N
k′

k
[〈b2〉 − 〈b〉2]Sincoh(Q, ω). (2.18)

Equations (2.17) and (2.18) show the origin of the coherent and incoherent scattering to which
neutron techniques are sensitive. The incoherent cross-section

σincoh = 4π(〈b2〉 − 〈b〉2) (2.19)

is a direct consequence of the disorder of scattering lengths in the sample.
Incoherent scattering can be separated into two types: nuclear and spin incoherent. The

nuclear incoherent scattering results from the disordered distribution of scattering lengths
from different isotopes [61]. The spin incoherent results from the presence of nuclear spins
in the studied compound: once the nuclei also possess magnetic quantum number I 6= 0,
the interacting system neutron + nucleus can be in a ortho (degeneracy 2I + 2) or a para
(degeneracy 2I) state, each having its own scattering length [61, 65]. It is not difficult to see that,
if a sample is composed mostly of one isotope with I = 0, as the isotopically enriched Sm-based
pyrochlores, one expects that σincoh → 0.
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2.2 Elementar scattering theory of neutrons

2.2.2 Elastic nuclear scattering

The elastic cross-section can be found by integrating Equation (2.11):

dσ

dΩ
=
∫ d2σ

dΩ dω
d(h̄ω) = ∑

j,j′
bjbj′〈e−iQ·r j′ eiQ·r j〉. (2.20)

To simplify matters, we drop the operator formalism1. Considering again the conditions (2.14)
and (2.15), we obtain [60, 61, 65](

dσ

dΩ

)
coh

= 〈b〉2 ∑
j,j′

e−iQ·(rj′−rj) (2.21)

and (
dσ

dΩ

)
incoh

= N(〈b2〉 − 〈b〉2) (2.22)

The differential cross-section in Equation (2.21) caries a phase factor (the e−i(...) term). Hence,
coherent nuclear scattering carries with itself phase information and results from constructive
interference of scattering from scattering pairs (correlations). The incoherent scattering, on the
other hand, carries only information about scattering from single atoms and is proportional to
N.

The Bragg’s law, which is analogous to the Laue’s diffraction condition, states that elastic
scattering in a crystallographic lattice occurs whenever the momentum transfer vector Q is
equal to one of the reciprocal lattice vectors τ [62]. It is possible then to immediately identify the
coherent elastic scattering as the Bragg scattering originating from the crystallographic lattice,
which is a long-range ordered structure of atoms with translation symmetry, or, in other words,
a correlated structure. The incoherent neutron scattering is present as an isotropic background
underneath the Bragg peaks.

We focus on the Bragg scattering from now on. Assuming rj = lj + dα, where lj is the
position vector of the jth unit cell and dα is the position of the αth atom belonging to the jth unit
cell, Equation (2.21) becomes(

dσ

dΩ

)
coh

= N0
(2π)3

ν0
∑
τ

∑
α,α′

bαbα′e−iQ·(dα′−dα)δ(Q− τ), (2.23)

where N0 is the number of unit cells, ν0 is their volume and the Dirac delta expresses the Bragg
condition.

There is a correction to be done in Equation (2.23), due to the assumption that r j is not time

dependent. An amplitude term equals to e−2Wα′
α (Q) has to be included in the cross-section is order

to take into account the harmonic movement of the atoms around their equilibrium position.
e−2Wα′

α (Q) is the momentum transfer dependent quantity called Debye-Waller factor [60, 61, 65].
Finally, we define the elastic coherent nuclear differential cross-section as(

dσ

dΩ

)
coh

= N0
(2π)3

ν0
∑
τ

|Sτ(Q)|2δ(Q− τ), (2.24)

where |Sτ(Q)|2 = ∑α,α′ bαbα′e−iQ·(dα′−dα)e−2Wα′
α (Q) is the lattice structure factor. Note that the

incoherent cross-section in Equation (2.22) would also be dependent upon the Debye-Waller
factor, once the formal calculation had been performed.

1The effect of the vibration of the atoms will be included below, without proof (see Debye-Waller factor).
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Figure 2.2: Experimental geometry of a powder diffraction experiment. The outer spherical
shell represents the isotropic distribution of grains in a powder sample. For some fixed incident
k, some crystallites will be positioned so that the Bragg scattering condition is satisfied for a
lattice vector τhkl . Instead of pointing in one direction, the scattering vectors Q = τhkl will draw
a circumference in reciprocal space, the so-called Debye-Scherrer rings. The purple shaded area
depicts the Debye-Scherrer cone spanned by the diffracted wave vectors k′.

2.2.2.1 Structure determination: Rietveld refinemet

In an ideal powder sample, a large number of small crystallites are oriented randomly. This
guarantees that, independently of the sample orientation, some crystallites will always satisfy
the Bragg scattering condition for a fixed incident k [62]. This is represented in Figure 2.2, which
shows the geometry of a powder diffraction experiment.

The distribution of grains in a powder sample is isotropic, and some of those have the correct
orientation, relative to k, to cause Bragg scattering. We suppose that, in this configuration,
diffraction occurs for a particular scattering vector Q = τhkl . Differently of what happens in
a single crystal experiment, the scattering vector Q corresponding to the same τhkl of all the
crystallites does not point along one unique direction. Instead, every Q with terminating point
lying on a ring of radius equal to k′sin(2θ) satisfies the Bragg condition. This implies that, if,
hypothetically, the detectors covered completely a two-dimensional area perpendicular to k, the
diffraction pattern would consist of Debye-Scherrer rings, each belonging to a reciprocal lattice
plane of indexes h, k, l. Those rings define the base of cones (purple shaded area in Figure 2.2)
spanned by all the wave vectors of modulus k′.
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2.2 Elementar scattering theory of neutrons

Clearly, in a real experiment the detector area is limited and, therefore, only a section of
the Debye-Scherrer ring is accessed. This introduces an angular dependence on the measured
intensities in the diffraction pattern. Moreover, one has to take into account the statistical
distribution of crystallites, which causes a divergence in the scattered beam. This latter effect
happens independently of the sample being single or polycrystalline, while the former occurs
exclusively in powder diffraction. We start by defining mathematically the second one, which
can be obtained by relaxing the Bragg condition in Equation (2.24) as follows:

δ(Q− τ)→
∫ ∫

δ(k− k′− τ)dk′dθ =
2
k

∫
δ(Q2 − 2kQsin θ)dθ. (2.25)

Using the properties of the Dirac delta, one finds an angular dependence of the cross-section
[62, 66] (

dσ

dΩ

)
coh

∝
1

sin(2θ)
. (2.26)

There is still one correction left, which we consider now. The number of grains oriented
to reflect in a given (h, k, l) position is proportional to the circumference of its respective
Debye-Scherrer ring, which has, according to Figure 2.2, a radius Qhklsin(π

2 − θ) ∝ cos(θ). For
each reflection with a different Qhkl , the detector sees ring sections of different lengths with
a δ = constant angular coverage. The ring circumference is then 2πk′sin(2θ). Therefore the
fraction of the Debye-Scherrer ring seen by the detector is δ/[2πk′sin(2θ)], which is proportional
to 1/sin(2θ). Additionaly, for some crystal systems, different permutations of (h, k, l) may share
the same ring, which adds a factor mhkl in the cross-section of powder experiments, called
reflection multiplicity. Including those corrections in Equation (2.26), derived before, we end up
with [62] (

dσ

dΩ

)
coh

∝
mhklcos(θ)

sin(2θ)sin(2θ)
=

mhkl

sin(θ)sin(2θ)
. (2.27)

Equation (2.27) is known as Lorentz factor, which is a scattering angle dependent correction to
the measured intensities in powder diffraction experiments.

The preceding analysis demonstrates that the information obtained from a powder experiment
loses its three-dimensional character and, consequently, different directions in reciprocal space
will have their contributions overlapped in the diffraction pattern. In addition to that, the data
collected in an elastic scattering experiment are intrinsically limited. Since the only information
accessed are intensities, the phase information contained in the structure factor [see Equation
(2.24)] is lost. This is known as the phase problem of crystallography [67]. It is then said that a
crystal structure cannot be determined, but rather estimated or refined, based on a guess or
a previous knowledge of the characteristics of the compound. This process is called structure
refinement.

The structure refinement of powder diffraction patterns has a special name after Hugo
Rietveld, who created and first implemented the method in his work published in 1968 [68].
The aim of the method is to use the intensities of the entire profile to constrain or refine
the parameters of a structural model. Initially, one assumes that the compound adopts one
determinate structure, calculates its pattern and then compares it with the measured pattern.
This process is repeated several times iteratively, while the model parameters are refined. The
objective is to find the model that reproduces better the measured profile via a least squares
fitting.

Usually, a structure refinement can be performed using computer softwares, like FullProf
[69] or GSAS [70]. The parameters fitted in a Rietveld refinement can be many, and include
instrumental dependent, as resolution/peak profile functions, and, the most important, sample
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dependent parameters, like crystallographic lattice size and composition. More details about the
fittings performed for each structure is given in the sessions where the data for our compounds
is analysed.

2.2.3 Magnetic scattering

The calculation of the double differential cross-section [Equation (2.7)] for magnetic scattering
is considerably more complicated than its nuclear counterpart. The neutron spin interacts with
a magnetic field H associated with the magnetic moments of the unpaired electrons in the
sample. The dipole-dipole interaction operator can be expressed as follows [65, 71]:

U = −γµNσ · H, (2.28)

where γ = 1.91 is the neutron gyromagnetic ratio, µN = 5.05079 · 10−27 J/T is the nuclear
magneton, and σ = (σx, σy, σz) are the Pauli spin operators. The magnetic field associated
with a single electron of spin S moving in an orbit with linear momentum P and located at a
distance R from the neutron is [71]

H = ∇×
(−2µBS× R

R3

)
− 2µBP× R

h̄R3 . (2.29)

The calculation of the matrix elements of Equation (2.28) is long and cumbersome and will
not be reproduced here. Instead, we define the final form of the magnetic interaction operator
as [65]

U = γ
e2

2me
σ ·M⊥(Q), (2.30)

where e, me are the electron charge and mass, respectively. In Equation (2.30), M(Q) is the
Fourier transform of the total magnetisation density of a magnetic ion. The subscript symbol ⊥
means that the neutrons give access only to the perpendicular component of M(Q) relative to the
scattering vector Q. This property allows one to determine the directions of the magnetisation
in the sample being measured.

Equation (2.30) is general and the form of M(Q) depends on the particular system being
studied. For 4 f -electron compounds, which are subject to strong spin-orbit coupling, the right
hand side of Equation (2.30) can be expressed as [65, 71]

U = −gJ f (Q)J⊥ · σ, (2.31)

where J⊥ is the total magnetic moment operator projected along the directions perpendicular
to Q. The term f (Q) is the magnetic form-factor of the magnetic ion, which gives the Fourier
transform of the normalised spin density at the magnetic site and, unlike the neutron scattering
lengths, can be calculated rigorously [71, 72]. The form-factor squared of most rare-earths is a
function that decays with the increase in momentum transfer. The Sm3+ ion is an exception and
its f (Q) is going to be considered in Chapter 4.

Finally, the double differential magnetic cross-section can be shown to be [65]

d2σ

dΩ dω
=

(
γe2

mec2

)2 k′

k
e−2W(Q) f 2(Q)∑

α,β

(
δα,β −

QαQβ

Q2

)
Sαβ(Q, ω). (2.32)

The magnetic dynamic structure factor Sαβ(Q, ω) is the quantity directly accessed by a neutron
experiment. Instead of developing the operator formalism behind the explicit form of Sαβ(Q, ω),
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2.2 Elementar scattering theory of neutrons

it is more interesting to consider the relation between the dynamic structure factor and the
generalised susceptibility χαβ(Q, ω), given by the fluctuation-dissipation theorem [71, 73, 74]:

Sαβ(Q, ω) =
Nh̄
π

(
1− e−

h̄ω
kBT

)−1

Im
[
χαβ(Q, ω)

]
, (2.33)

where N is the number of magnetic atoms. Equation (2.33) indicates that the neutron can be
understood as a microscopic magnetic probe which establishes a frequency and wave vector
dependent magnetic field Hβ(Q, ω) in the sample and measures a response Mα(Q, ω) to it.
The proportionality constant between the two is the generalised magnetic susceptibility tensor
χαβ(Q, ω). This property will be fundamental in the analysis performed in the inelastic data of
the pyrochlore compound Yb2Ti2O7, presented in Chapter 7.

2.2.3.1 Elastic magnetic scattering

The magnetic elastic cross-section can be expressed as [65](
dσ

dΩ

)
coh

= N0
(2π)3

ν0
∑
τ

|SM⊥(Q)|2δ(Q− τ) (2.34)

where the magnetic structure factor SM⊥(Q), differently from the nuclear Sτ(Q), has a vectorial
character. In analogy with the nuclear elastic scattering, coherent magnetic neutron scattering
will occur when the sample presents some kind of magnetic ordering, i.e. only when a system
starts to develop magnetic correlations, usually at lower temperatures. Deep into the paramag-
netic phase, the sample disordered magnetic moments will be another source of incoherent
scattering.

Before defining SM⊥(Q), we note that in Equation (2.34) it is assumed that the magnetic unit
cell is identical to the crystallographic unit cell. However, this is in general not the case, and
the magnetic unit cell may have a space group and a lattice parameter of its own. A small
modification has thus to be introduced in Equation (2.34), which will become(

dσ

dΩ

)
coh

= N0
(2π)3

ν0
∑
τ

∑
k
|SM⊥(Q)|2δ(Q− k− τ), (2.35)

where we define finally the magnetic structure factor as

SM⊥(Q) = f (Q)∑
j

mk,j eiQ·rj e−2W(Q). (2.36)

In Equations (2.35) and (2.36), it is implicit that

ml,j = ∑
k

mk,je−ik·Rl , (2.37)

which represents the Fourier expansion of the magnetic moment distribution of an atom l
located at a position Rl in the jth unit cell with coefficients mk,j. In short, inside each Brillouin
zone of the nuclear unit cell, there will be as many superlattice magnetic Bragg peaks as there are
distinct wave vectors k, each of those being located in a reciprocal point defined by Q = τ + k.

After neutron diffraction, one has to identify the magnetic structure of the sample from
the measured magnetic Bragg peaks. It is important to note that a scattering experiment
accesses only mk,j, and not the actual magnetic moment distribution ml,j. In this regard,
the magnetic structure determination suffers from the same phase problem as the nuclear
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structure determination, since the relative phase between the Fourier components cannot be
measured. The absolute magnetic moments and their orientations have thus to be refined
from a model magnetic structure. The most used method to choose the appropriate one is
known as representation analysis. The representation analysis is extensively examined in the
literature [75–77] and will be discussed here only in general lines in the next subsection.

The first step is to identify the so-called propagation vector k of the magnetic structure.
This can be done by indexing the magnetic Bragg peaks present in the diffraction pattern.
For example, when the magnetic and structural peaks coincide, the slightly modified Bragg
condition of Equation (2.35) implies

Q = τ + k = τ → k = 0. (2.38)

In many situations, the determination of the propagation vector is the most difficult step of
the magnetic structure refinement, because the magnetic order developed in a compound may
be described by more than one k. Fortunately, all the pyrochlores studied in this work have a
magnetic structure characterised by a single, commensurate propagation vector k = 0.

After this step, group theoretical considerations can be used to find the symmetry allowed
magnetic space groups for a given crystallographic group G0 [75, 76, 78]. The representation
analysis method is based on the fact that any magnetic structure can be directly described by
the basis vectors ψν associated with the irreducible representation Γν of a magnetic space group
Gk [75]. Next, we explain what this means in practice.

2.2.3.2 Magnetic structure identification: representation analysis

A space group G0 is characterised by a set of symmetry elements. Those elements that,
applied to k, leave the propagation vector invariant, form a subgroup of G0, called the little
group Gk. The representations of Gk are a set of matrices that describe mathematically how the
magnetic moments transform under the elements of the little group. The representations can be
transformed in a set of ortogonal irreducible representations (IR), a procedure equivalent to the
reduction of the representations into block-diagonal matrices.

We consider the effect of the elements of the Fd3̄m space group on the k = 0 propagation
vector. The magnetic site is the 16d Wyckoff position, and the unit cell contains in total four
magnetic atoms. The decomposition of the representation Γ(Gk) into irreducible representations
Γν can be shown to be [79]

Γ(Gk) = 1Γ(1)
3 + 1Γ(2)

5 + 1Γ(3)
7 + 2Γ(3)

9 (2.39)

The numeral in front of each term represents the number of times that an IR appears in the
decomposition, while the superscripts indicate the IR dimension. Importantly, these quantities
give explicitly one information: each irreducible representation will be composed of as many
basis vectors as the product of times the IR appears in the decomposition multiplied by its
dimension. Therefore, 1, 2, 3 and 6 ortogonal basis vectors should belong to Γ3, Γ5, Γ7 and Γ9,
respectively.

The calculation of the basis vectors ψν,α for each Γν is performed with the projector operator
formula [78] and involves mostly linear algebra [76, 78]. For this reason, the determination of
Gk and their corresponding Γν is performed using computer programs, like SARAh [77] or
BASIREPS [80]. In Table 2.1 the possible IR’s and their respective ψν,α, calculated using the
latter software for the Fd3̄m space group and the k = 0 propagation vector, are shown. Some
long-range ordered magnetic structures corresponding to the different Γν are shown for one
tetrahedron unit in Figure 2.3.
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Γν ψν,α Atom 1 Atom 2 Atom 3 Atom 4
mx my mz mx my mz mx my mz mx my mz

Γ3 ψ3,1 1 1 1 −1 −1 1 −1 1 −1 1 −1 −1

Γ5 ψ5,1 1 −ei π
3 ei 2π

3 −1 ei π
3 ei 2π

3 −1 −ei π
3 −ei 2π

3 1 ei π
3 −ei 2π

3

ψ5,2 ei π
3 −1 −ei 2π

3 −ei π
3 1 −ei 2π

3 −ei π
3 −1 ei 2π

3 ei π
3 1 ei 2π

3

Γ7 ψ7,1 1 −1 0 −1 1 0 1 1 0 −1 −1 0
ψ7,2 0 1 −1 0 1 1 0 −1 −1 0 −1 1
ψ7,3 −1 0 1 −1 0 −1 1 0 −1 1 0 1

Γ9 ψ9,1 1 1 0 −1 −1 0 1 −1 0 −1 1 0
ψ9,2 0 0 1 0 0 1 0 0 1 0 0 1
ψ9,3 0 1 1 0 1 −1 0 −1 1 0 −1 −1
ψ9,4 1 0 0 1 0 0 1 0 0 1 0 0
ψ9,5 1 0 1 1 0 −1 −1 0 −1 −1 0 1
ψ9,6 0 1 0 0 1 0 0 1 0 0 1 0

Table 2.1: Basis vectors ψν,α belonging to the four irreducible representations Γν calculated by
BASIREPS [80] using the symmetry elements of the Fd3̄m space group for a propagation vector
k = 0.

Γ3 (ψ5,1) Γ5 (ψ5,1 + ψ5,2) Γ7 (ψ7,1) Γ9 (ψ9,1 + ψ9,2)

⊗ 111

⊗ 001

Figure 2.3: Most common magnetic structures adopted by pyrochlore compounds and their
different irreducible representations. The structure represented by Γ3 is the so called all-in-all-
out arrangement. On the centre, two examples of XY structures. On the right, one example
(two-in-two-out arrangement) of the lowest symmetry structures given by the basis vectors of Γ9.

Finally, the coefficients of the Fourier expansion of Equation (2.37) can be expressed as a
linear combinations of the basis vectors of a particular irreducible representation as follows:

mk=0 = Ψν = ∑
α

Cαψν,α. (2.40)

For simplicity, we drop the index j of the unit cell. The Cα denote the magnitude of the
magnetic moment along the crystallographic axis x, y, z, and have their value refined based on
the magnetic peak intensities. Since the structure factor is usually measured in arbitrary units,
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the actual value of the coefficients Cα are scaled based on the nuclear structure factor. Therefore,
without the measurement of the pure structural scattering, which can be accomplished in the
paramagnetic state, the absolute values of the magnetic moment in powder samples cannot be
determined.

2.2.4 Polarised neutrons

So far, we have neglected the initial σ and final σ′ spin polarisability of the scattered neutrons
in the calculation of the matrix elements in Equation (2.7). The complete form of the interaction
potential is [61, 65]

U = b + AI · σ + BM · σ, (2.41)

where we introduced the interaction of the neutrons with the nuclear spins, given by I. The
coefficients A and B absorb the constant terms in front of the dot products [see Equation (2.30)]
and b represents Equation (2.8).

Due to the orthogonality between momentum and spin states of the neutron, the matrix
elements of the interaction potential can be factorised as

〈k′, σ′, λ′|U|k, σ, λ〉 = 〈k′, λ′|U|k, λ〉〈σ′|U|σ〉. (2.42)

We assume |σ〉 = |+〉 , |−〉. In this basis,

〈±|Uz |±〉 = b± AIz ± BMz, 〈±|Uz |∓〉 = 0, (2.43)

and
〈±|U± |±〉 = 0, 〈±|U± |∓〉 = AI± + BM±. (2.44)

where, for a generic operator O, 〈±|O± · σ |±〉 = 0, 〈±|O± · σ |∓〉 = O± and 〈±|Oz · σ |±〉 =
±Oz.

The important information given by Equations (2.43) and (2.44) is that a spin-flip (change
of the neutron polarisation from a state |±〉 to a state |∓〉) only occurs when the direction of
the magnetisation M is perpendicular to the neutron initial polarisation σ. This is the physical
mechanism that allows one to determine the direction of the sample magnetisation measuring
spin-flip and non-spin-flip scattering, as long as the initial neutron polarisation is known.

The cross-section depends upon the square of those matrix elements. Assuming scattering in
the absence of electronic magnetism (〈M〉 = 0) and disordered nuclear spins (〈Ix〉 = 〈Iy〉 =
〈Iz〉 = 0), the coherent scattering will be proportional to

〈+|U |+〉 = 〈−|U |−〉 = 〈b〉2 and 〈+|U |−〉 = 〈−|U |+〉 = 0. (2.45)

Equation (2.45) implies that nuclear coherent scattering does not involve a spin-flip. The
estimation of the incoherent scattering involves the determination of the matrix elements

|〈+|U2 |+〉| − |〈+|U |+〉2| = |〈−|U2 |−〉| − |〈−|U |−〉2|
= 〈b2〉 − 〈b〉2 + 1

3 A2 I(I + 1),

|〈−|U2 |+〉| − |〈−|U |+〉2| = |〈+|U2 |−〉|2 − |〈+|U |−〉2|
= 2

3 A2 I(I + 1), (2.46)

where we use 〈I2
x〉 = 〈I2

y〉 = 〈I2
z〉 = 1

3 A2 I(I + 1). Equation (2.46) demonstrates that nuclear
incoherent scattering does not involve spin-flip as well. Additionally, if the sample is composed
of one single isotope 〈b2〉 = 〈b〉2, the intensity in the spin-flip channel is twice the intensity of
the non-spin-flip channel.
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2.3 Neutron scattering techniques

2.3.1 Sources

There are two ways to produce neutrons for research. The first one is using a version of
a fission reactor that optimises neutron flux and power density. The second is hitting an
accelerated beam of charged particles against a target. Both methods are briefly explained
below. Subsections 2.3.1.1 and 2.3.1.2 have their text based on References [65, 81].

2.3.1.1 Research reactors: continuos sources

This method is based on the self-sustaining and continuos fission reaction. This is how
neutrons are produced in FRM II, in Garching. Research reactors, differently from nuclear
power plants, use few kg of > 90% enriched U235 fuel elements (93% enriched in FRM II). Those
sources are optimised to generate the highest power within a small volume.

While the chain reaction is sustained, neutrons are produced at a steady rate. That is why
research reactors are called continuous sources. Once the neutrons leave the core, they must
be slowed down by a heavy water (D2O) moderator, either to be used for scattering or to feed
back the chain reaction. Depending on the neutron wavelength desired for experiments, the
particles can be further thermalised by the so-called cold or hot sources. In FRM II, the cold
source is filled with liquid deuterium kept at a temperature of about 20 K, while the hot source
is a graphite block heated mainly by the gamma radiation of the core.

Finally, the moderated neutrons are conducted out of the sources to the instruments. The
spectral distribution of those neutrons follow a Maxwellian curve with a maximum value at the
source/moderator temperature. The instruments are mostly connected to the sources through
neutron guides, which are tubes that conduct the particles via total internal reflection. The
neutron guides can be as long as 100 m and their use decreases dramatically the flux loss.

2.3.1.2 Spallation sources

The term spallation describes the succession of events taking place when nuclei are bombarded
by high energy (∼ GeV) charged particles, which are accelerated in synchrotrons in short
(< 1 µs) bursts. The collisions transfer high amounts of energy to the nuclides of the specific
target atoms. This process has two main consequences: either some of the nuclides, among them
neutrons, escape from the target, or the nuclei are left in a highly excited state. The subsequent
decay of the nuclei involves evaporation of neutrons, with spectral distribution similar to that of
neutrons produced by fission. The neutrons that escaped previously from the target, however,
have a much broader energy spectrum, which extends to energies close to that of the incident
particles.

The target is surrounded by moderators, which reduce the energy of the spallation neutrons
in order to have them used for experiments. Although they have the same purpose as those of
the reactor sources, the moderators are differently designed to slow down the neutrons quickly
and let them leak out. As a consequence, the moderation of spallation neutrons is incomplete
and the neutron flux curve is significantly different from a Maxwellian distribution at the short
wavelength limit. The considerable flux of higher energy neutrons is one of the particular
differences between spallation and reactor sources and allows diffraction measurements to be
made up to way higher momentum transfers in reciprocal space.

The pulsed sources produce bursts of 1 to 50 µs duration separated 10 to 100 ms apart,
depending on the energy. As the release of spallation neutrons happens within 10−15 s after the
nuclei were hit, the time length of the neutron beam is determined by the time distribution of
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⑤   

① Incoming beam (NL6-S)
②  M

② Monochromator
③ Velocity selector
④ Polariser
⑤ Flipper
⑥ Slits
⑦ XYZ Coils and sample space
⑧ Analysers and detector arrays

③  M

④   

⑥   

⑦  M⑧   

Figure 2.4: Schematic of DNS. Neutrons of incident λ = 4.2 Å are selected out from the
cold source beam, and passes through a velocity selector, polariser and spin flipper before it
interacts with the sample. The polarisation of the beam is kept constant by the XYZ-coils. After
the scattering, only the neutrons with polarisation perpendicular to the scattering plane are
detected.

the incident particles pulse. This has a second important implication: the experiments at pulsed
neutron sources must be performed with time-of-flight (TOF) techniques.

2.3.2 DNS

Figure 2.4 shows a schematic draw of DNS. The instrument is the second at the neutron guide
NL6-S of the research reactor FRM II. The neutrons come from the reactor cold source and the
wavelength λ = 4.2 Å is selected by a pyrolytic graphite PG(002) monochromator. The velocity
selector that follows the monochromator ensures that the incident beam is free from harmonics
of the desired λ. After that, the beam passes by supermirror based polarisers, that select the
incoming neutron polarisation perpendicular to the scattering plane, or z direction. In order
to perform XYZ-polarisation analysis [82], the spin of the incident neutrons may be subject
to a weak, perpendicular magnetic field generated by a π-flipper. This spin direction is kept
constant by a guide-field generated by the XYZ-coils until immediately before the interaction
with the sample. After the scattering, the neutron, in its way to the detector, passes though the
spin analyser, which selects the neutron spin polarisation once more along the z axis [83].

DNS resolution and flux are optimised to measure diffuse scattering, i.e, elastic coherent
scattering not necessarily in the form of Bragg peaks, using polarised neutrons. As DNS is
an extremely versatile instrument, in this work it was mostly used to measure unpolarised
neutron diffraction. Two reasons made us to opt for using unpolarised neutrons instead of
performing the well known XYZ-polarisation analysis, technique which is one of the main
motivations for the DNS design. In the Sm-based pyrochlores, the highest possible neutron
flux was important in the magnetic structure determination (see Chapter 5). We verified that
the use of the polariser represented a flux reduction of at least 2/3 at the sample position.
This amount of neutrons is indispensable for the measurement of extremely small magnetic
moments. The other system studied, the pyrochlore Yb2Ti2O7, presented in the last chapters,
becomes ferromagnetic at Tc = 280 mK, while ferromagnetic correlations start to develop at
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T ∼ 10TC. The net magnetisation in ferromagnetic materials depolarise the neutron beam and,
in most cases, hinders the use of polarised neutrons in the analysis of their magnetic properties
at temperatures close to and below the ordering transition.

2.3.3 Time-of-flight diffraction

In this work, we present diffraction data collected in both continuous and spallation sources.
The information accessed is similar, but some differences in the experimental setup must be
considered. The first of them is that in a time-of-flight experiment, the beam is not monochro-
matic, which is usually the modus operandi of a diffractometer at a continuos source (see DNS, for
example). The second is the most obvious: in a TOF experiment the quantity being measured is
the time t that the neutron takes to travel a given distance from the moderator until the sample
and then from the sample until detector.

⑤  Backscattering 
detector bank

①  Moderator

②  Incoming beam

③  Choppers

④  Sample space

⑥   

⑤  

⑦   

⑥   

⑥ 90° banks

⑦ Low-angle bank 

Figure 2.5: Schematic of the HRPD instrument. The neutron beam from the target passes by a
moderator. In order to minimise the beam divergence, the neutron flight path from moderators
until sample is ∼ 100 m. The frequency of the disc-choppers is selected in order to avoid
overlapping between two different spallation bursts. The polychromatic beam reaches the
sample and is detected at the highest resolution backscattering, intermediate resolution 90◦ and
low resolution, low angle detector banks. The angular coverage of the detectors is exaggerated
for clarity.

In Figure 2.5, we show a schematic of the HRPD instrument at ISIS. For a TOF experiment,
the total flight path L of the neutron is precisely known. If the neutron has a velocity v before
and after scattering, then [84]

L = vt. (2.47)

The de Broglie relation (2.2) gives

mnv =
h
λ

. (2.48)

Combining Equations (2.47) and (2.48) with the Bragg formula (2.6), we obtain

t = L
λmn

h
=

4πLmn sin(θ)
hQ

. (2.49)
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Making the substitution Q = 2π
d , where d is the distance between successive lattice planes,

t[µs] =
2mnLd sin(θ)

h
≈ 505.56L[m]d[Å]sin(θ). (2.50)

As a high resolution powder diffractometer, HRPD neutron guide is as long as it could
be, around 100 m. Using Equation (2.49), we calculate that the time-of-flight of a neutron
of wavelength 1 Å is of about 25 ms. At ISIS, the time between two bursts is of 20 ms [84].
Therefore, to avoid the overlap between two different pulses, two disc choppers (see Figure 2.5)
are used to restrict the wavelength band. The time-of-flight window selected at HRPD runs
between 30 and 130 µs.

The resolution in reciprocal space can be obtained by differentiating Equation (2.49),

∆d
d

=
∆t
t

=

[(
∆L
L

)2

+ (∆θ)2cot2(θ)

] 1
2

. (2.51)

Equation (2.51) demonstrates that the resolution depends on the angular divergence of the
beam, which is mitigated by increasing the flight path of the neutron. Moreover, it is clear that
the maximum resolution is obtained when the detector is positioned close to the backscattering
position, for which θ = 180◦. The highest resolution detector of HRPD is, therefore, the
backscattering bank. The 90◦ banks have intermediate resolution but a broader momentum
transfer coverage. The low angle bank has low resolution, but covers low momentum transfers,
which are important mainly for observation of magnetic elastic scattering.

It is also evident that the resolution is independent of Q, a behaviour that contrasts with the
continuous sources diffractometers [84]. Other differences are the characteristic peak shapes,
which depend on the moderator neutron flux, and the Lorentz factor L, which should be
recalculated for polychromatic beams [66]. For TOF diffraction,

L = d4 sin(θ). (2.52)

The TOF diffractometer WISH, at ISIS, was also used by us. WISH was designed primarily for
powder diffraction, and accesses a broader momentum transfer range with better resolution at
low angles, comparing with HRPD. The instrument detector system consists of two arrays of
detectors with an angular coverage of 10◦ to 170◦ and 190◦ to 350◦, without gaps [85].

2.3.4 Time-of-flight spectroscopy

Most of the spectroscopic work in this thesis was performed at spallation sources. The schem-
atic of an inelastic neutron scattering experiment is shown in Figure 2.6. Two configurations are
possible, the direct and the indirect geometry. We detail the difference between both below.

In an inelastic scattering experiment, the energy transfer is given by

∆E = E0 − E, (2.53)

where E0 and E are the neutron initial and final energies, respectively. In order to determine ∆E,
the energy transfer has to be expressed as a function of time-of-flight. We split the total L in
primary flight path L1, from moderator to sample, and secondary flight path L2, from sample
until detector. According to Equations (2.1) and (2.47), the energy transfer is

∆E =
1
2

mn

[(
L1

t− t2

)2

−
(

L2

t2

)2
]

, (2.54)
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⑤  Detector banks

①  Moderator

②  Incoming beam

③  Choppers

④  Sample space

⑤  Analyser
⑥ Detector banks

Direct geometry
(MERLIN)

Indirect geometry
(OSIRIS)

⑤  ⑥  ⑤  

Figure 2.6: Schematic of the experimental configuration of direct and indirect geometry time-
of-flight spectrometers used in this work. Note that the choppers in both instruments have
different functions, which is detailed in the text. In a direct geometry instrument, a neutron
beam with a single energy E0 hits the sample and is scattered in the detectors direction. In the
indirect geometry, a polychromatic beam is scattered by the sample in an array of analysers,
that select an unique final energy E to be detected.

where we consider that the neutron travels a distance L2 at a time t2 and L1 at a time t− t2.
Those times are the quantities measured and the distances are precisely known.

In a direct geometry spectrometer, as MERLIN [86], the incident energy is selected by a Fermi
chopper prior to the scattering. The final energy is estimated based on the time-of-flight t2
from sample to detector. In the indirect geometry instruments [87], on the other hand, the
beam leaves the moderator, passes by the disk choppers, which have the function of avoiding
frame overlap, and hits the sample. The scattered neutrons reach the single crystal analyser
and only the neutrons with a specific final energy (1.845 meV in OSIRIS) are scattered back to
the detectors positioned 175◦ below the horizontal plane. This experimental arrangement is
illustrated in the inset of Figure 2.6.

Overall, MERLIN and OSIRIS are very different instruments. MERLIN is connected to
a Gd poisoned water moderator. The best flux is reached for neutrons of incident energy
∼ 50 meV [86]. The instrument is therefore optimised to measure high energy processes, as
phonons or crystal field excitations, offering an intermediate resolution. OSIRIS is a cold-
neutrons instrument connected to a liquid H moderator cooled down to 25 K [88]. The energy
resolution (FWHM) at the elastic line is of∼ 25 µeV, which makes OSIRIS perfect for the studies
of low energy excitations in condensed matter [88]. In the chapters that follow, more details
about the use of the aforementioned instruments in the study of pyrochlore magnets will be
given.
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2.4 Muon spin relaxation (µSR)

Muon spin relaxation (rotation or resonance) is, unlike neutron scattering, an implantation
technique. Positive charged muons, of energies ranging from 4 to 100 MeV are implanted
into the material to be studied. From this moment on, those muons lose quickly, in about one
picosecond, their energy via interactions (ionisation and scattering) mainly with the sample
electrons [89,90]. Since the interactions are mostly of Coulombic origin, the initial spin direction
of the muon is preserved with minimum depolarisation [89, 90].

In its inertial reference frame, muons decay in one positron and two different neutrinos with
a lifetime of 2.2 µs. The decay process violates parity: in simple words, the positron is emitted
predominantly along the direction of the muon spin immediately before it decayed. This is the
crucial characteristic that allows the application of muons in studies of magnetism in condensed
matter systems. By monitoring the direction of the positron emission for sufficient long times,
one can follow the muon spin precession at the particular site it has finally stopped [89, 90].

We show a schematic of a µSR experiment in Figure 2.7. The apparatus contains the source,
which is the very same proton synchrotron accelerator of spallation neutron sources, and two
detectors, which we call L (left) and R (right). A muon with spin aligned antiparallel to its
momentum, i.e., pointing along the direction from which the particle came, is implanted in the
sample. When subject to a magnetic field Bloc, as much as any other particle of spin different of
zero, the muon spin precesses with a frequency ωµ = γµBloc, where γµ = 2π× 0.01355 MHz/G
is the muon gyromagnetic ratio. If the muon decays before it completes a π/2 rotation, within
the detector arrangement we devised in Figure 2.7, the positron emerging from it will not be
detected. Whenever the muon precesses π/2 or π before it decays, it will be detected by one of
the two L or R detectors [91, 92].

μ+	  

L	  

R	  

Source

Figure 2.7: Schematic of a µSR experiment. The muons travel from the source with the spin
pointing along the opposite direction of its momentum, to be detected by either the L or R
detectors.

The local field Bloc experienced by the muon is not unique, but a vectorial sum of many
different contributions. For insulators, it can be expressed as [91]

Bloc = Bdip + Bdem + Bext + BI , (2.55)

where Bdip is the dipolar field resulting from the interaction with the electronic spins, Bdem is
the demagnetisation fields (important for single crystals) and Bext is the external field applied
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NL(t)

NR(t)

Time (µs)

NL(t)

NR(t)
A(t)

Time (µs)

Figure 2.8: Expected asymmetry measured at high applied transverse fields. The positrons
resulting from the muon decay are detected in one of the L and R detectors for a given time t, as
shown in the left. Using Equation (5.1), one obtains the quantity of interest, the asymmetry A(t)
(right).

to the sample. The muon also interacts with the magnetic moment generated by the nuclear
spins, which is taken into account in Equation (2.55) by the term BI .

One of the most important differences of the µSR in relation to other resonance techniques,
like nuclear magnetic resonance (NMR) or electron paramagnetic resonance (EPR), is that the
experiments can be conducted in zero applied magnetic fields. In this situation, the spin will
precess around the internal field induced by a magnetic atom in the crystallographic site where
the muon stopped. It is then said that muons are a real space, point-like probe to the magnetism
of a sample. Moreover, muons are also an extremely sensitive probe to small magnetic fields,
due to the muon large magnetic moment [91].

The quantity of interest in a µSR experiment is the time dependent asymmetry A(t), which is
defined as [89, 90]

A(t) =
NL(t)− αNR(t)
NL(t) + αNR(t)

, (2.56)

where NL and NR are the number of positrons detected in the left and right detector, respectively,
as a function of time. α is an empirical parameter that accounts for the different efficiency of
R and L. The intrinsic asymmetry of the weak-decay, equal to 1/3, determines the maximum
possible value of the initial asymmetry A(0). The exact experimental value depends on α. In
Figure 2.8 we show a representation of the expected asymmetry when a high transverse (in
relation to the muon initial polarisation) magnetic field Bext is applied to the sample. The muon
spin is then expected to precess around the axis defined by Bext, and in the resulting measured
asymmetry relaxation A(t 6= 0) an oscillatory signal will be detected, as shown in the right
hand side of Figure 2.8.

In ideal cases, and later we are going to show that the samples studied in this work do
not behave ideally, the implanted muon will occupy one determined crystallographic site in
the material. If the compound under study is an oxide, a simple electrostatic consideration
indicates that the muon should stop close to an O2− ion in an intersticial site. Regardless of the
development of magnetic long-range order, usually the magnetic field Bloc experienced by the
muon in the lattice is different of zero. A(t 6= 0) is then determined by the width of the field
distribution ∆ at the muon site. More than that, the asymmetry relaxation reflects the dynamics
of the spins in the material as “seen” by the muons, as it shows different features if the magnetic
field distribution is static or if the field Bloc fluctuates at a rate ν. This makes µSR a suitable
probe even if the magnetic order is short-range or random, as in spin-glasses [89, 90, 92].
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In this work, µSR will be used to study the magnetism in the Sm-based pyrochlores. Comple-
mentary to our neutron scattering studies, we would like to ascertain the presence of long-range
order, as well as dynamics, in the ground-states of those compounds. These results will be
shown in Chapter 5.
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Chapter 3

Sm-based pyrochlores: bulk properties

3.1 Overview and context

We initiate the results part of this thesis presenting our work on two relatively few studied
Sm-based pyrochlores: the titanate Sm2Ti2O7 and the stannate Sm2Sn2O7. A couple of studies
have been reported on the former compound [93–95], which is known for its photocatalytic [96],
nuclear waste storage [97] and electronic applications [98]. For the stannate, reported work is
limited to static magnetic susceptibility measurements [99].

In the research of frustration in pyrochlore magnets, both compounds are not only important
for their novelty. Under standard solid state synthesis conditions, the pyrochlore phase forma-
tion, with few exceptions [7], obeys a strict rule. If the ionic radius ratio RA3+/RB4+ assumes
values between 1.46 and 1.78, the cubic, ordered A2B2O7 phase will form and remain stable
at 1 atm pressure [6]. The stannates family is the only one that satisfies this condition for all
the rare-earth ions, from Lu3+ to La3+. The titanates family is more restricted, and the ratio
RSm3+/RTi4+ = 1.78 lies at the border of the stability-field diagram. It is interesting then to check
the stability of the pyrochlore phase in samarium titanate, and that is one of the purposes of
this chapter.

The direct consequence brought in by the change of the transition metal ion is the increase of
the lattice parameter between titanate and stannate. It is then said that the effects of the non-
magnetic ion substitution of the pyrochlore B site introduces a chemical pressure on the lattice.
Our idea in synthesising those seemingly similar samples was to obtain consistent results, which
could be further established by the comparison between the measured physical properties on
both compounds. This is the proposition that is going to guide the work performed on the Sm
pyrochlores.

The practical reason that inhibited more profound studies about frustrated magnetism on
those samples using neutron scattering techniques is probably that, in its natural abundance,
Sm is a high neutron absorber. More than that, Sm also has the smallest ordered magnetic
moment of all the trivalent magnetic rare-earths. The challenges related with that research are
then i. to circumvent the problem of the high absorption and ii. to measure the very week
magnetism of the samarium ions.

In the course of this work, I was fortunate to be able to, as far as possible, overcome those
problems. In this chapter, we deal specifically with structural analysis and bulk low temperature
measurements, detailing the procedure that is going to, later, bring us to the solution of the
problem ii.
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3.2 Experimental details

The Sm-based pyrochlores studied in this work were prepared by the author of this thesis via
the standard solid state process. Stoichiometric quantities of high purity ( > 99.99%) rare-earth
and transition metal oxides were mixed according to the reactions

Sm2O3 + 2 TiO2
1200 ◦C Sm2Ti2O7

or

Sm2O3 + 2 SnO2
1300 ◦C Sm2Sn2O7.

In general, the full pyrochlore phase formation is not reached after a single sintering round.
After each one, which lasted 36 hours, the resulting pellet is reground and pelletised again.
Intermediate x-ray diffraction measurements were performed in order to check the evolution of
the phase formation. After three sintering cycles the samples were considered to be composed
of a single pyrochlore phase.

For the work with neutrons, isotopically enriched samples were synthesised. The rare-earth
oxide raw material used was nominally composed of 98.5% of 154Sm2O3. However, samarium
oxide is highly hygroscopic, and a diffraction pattern showed that the actual composition of
the raw material was mostly 154Sm2(OH)3 (P63/m). The clean oxide phase was obtained by
annealing the hydroxide in air, so that

2 154Sm(OH)3
800 ◦C 154Sm2O3 + 3 H2O.

After this procedure, the isotopically enriched samples were synthesised as explained above.
To check the sample quality, neutron diffraction was performed at the instrument HRPD

at ISIS. Around 2 g of sample were loaded in 3 mm diameter, vanadium cylindrical sample
cans. The samples were cooled in a liquid He cryostat down to 5 K and data were collected
at 5, 20 and 100 K. Apart from those, room temperature diffraction patterns (labeled as 300 K
below) were measured without the use of any sample environment. This procedure reduces
considerably the non-sample related background.

Heat capacity at constant pressure (Cp) was measured at temperatures ranging from 100
mK up to 4 K using ∼ 0.3 mg sintered pellets of the 154Sm2Ti2O7 and Sm2Sn2O7 samples in
a Quantum Design PPMS equipped with a dilution insert. Technical problems inhibited the
measurement of Cp for 154Sm2Sn2O7 at dilution temperatures.

3.3 Sample characterisation

In addition to the x-ray diffraction performed as a quick check of the sample phase and
stoichiometry, neutron diffraction data were collected for the isotopically enriched samples.
Simultaneous Rietveld refinements were performed on the data collected in the three different
detector banks of HRPD using the software GSAS. The crystallographic model of the second
origin choice is described in Table 3.1. In order to have a better quantitative estimation of the
degree of enrichment in our sample, we opted for refining a double occupancy at the Wickoff
16d site. This position is chosen, initially, to be occupied by 98.5% 154Sm ions, following the
raw material fabricant specifications. The remaining 1.5% sites are filled with the other natural
isotopes of the atom. The scattering length of those (−1.7 fm) is calculated using the individual
scattering lengths, reproduced from Reference [63] in Table 3.2, normalised by their respective
natural abundance.
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Figure 3.1: Data for the 154Sm2Sn2O7 sample collected in the highest resolution backscattering
detector bank of HRPD, or bank 1. Measurements were performed at 5 K, 20 K, 100 K and 300 K,
as indicated in the figures labels. Note that the 300 K data set was measured in the absence of a
sample environment (cryostat), what affects the measured background. The data (blue points)
are plotted along with the calculated background (thin yellow lines), best refinement (black
lines), and difference between refined and observed profiles (red line at the bottom of the plots).
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Figure 3.2: Data for the 154Sm2Ti2O7 sample collected in bank 1. Measurements were performed
at 5 K, 20 K, 100 K and 300 K, as indicated in the figures labels. Note that the 300 K data set
was measured in the absence of a sample environment (cryostat), what affects the measured
background. The data (blue points) are plotted along with the calculated background (thin
yellow lines), best refinement (black lines), and difference between refined and observed profiles
(red line at the bottom of the plots).
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3.3 Sample characterisation

Atom Site X Y Z Nominal
Occupancy

154Sm 16d 0.5 0.5 0.5 0.985
Sm 16d 0.5 0.5 0.5 0.015

Ti/Sn 16c 0 0 0 1.0
O8b 8b 0.375 0.375 0.375 1.0
O48 f 48 f x 0.125 0.125 1.0

Table 3.1: Model (2nd origin choice) used in the Rietveld refinement of the Sm-based pyrochlores
presented in this work.

Isotope I Natural abundance bc (fm)

144 0 3.1 -3(4)
147 7/2 15.1 14(3)
148 0 11.3 3(4)
149 7/2 13.9 −19.2(1)− 11.7(1)i
150 0 7.4 14(3)
152 0 26.6 -5.0(6)
154 0 22.6 9.3(1.0)

Table 3.2: Sm isotopes scattering lengths reproduced from Reference [63].

We note that some uncertainty concerning the tabulated values of the scattering length of
154Sm has been reported in the literature [100]. The precise knowledge of this value would
be essential in the determination of occupancies and thermal displacement parameters. To
systematically analyse and compare our data, we use in the refinements the tabulated values
of Reference [63] (see Table 3.2), which is historically the main reference for neutron scattering
lengths. Nevertheless, a cautionary note about the rigorous interpretation of the absolute values
shown below is left here.

The refined profiles of 154Sm2Sn2O7 are shown in Figures 3.1, E.1 and E.2, along with the full
data set collected in HRPD. In Figures 3.2, F.1 and F.2 data and refinement of 154Sm2Ti2O7 are
displayed. As the samples were cooled in a He-flow cryostat, we note a pronounced background
at low momentum transfers in the data measured up to 100 K. Clearly, the data set collected at
room temperature displays little background, as expected for an almost disorder free sample. By
disorder free, we mean not only the absence of (spin and nuclear) incoherent background, but
also of structural disorder, that would contribute to a diffuse background underneath the Bragg
peaks. This offers a previous visual indication of the sample quality.

Tables 3.3 and 3.4 contain the summary of the main refined parameters of stannate and
titanate, respectively. For all the measured temperatures, the relative occupancy at the 16d
position was allowed to vary from the nominal values given in Table 3.1. Invariably, the total
occupancy of this site was constrained to be identical to one. Yet, the final values are consistent
with each other and demonstrate that our samples are ∼ 98% enriched. The lattice parameters
can be seen to show a very subtle increase from 5 K to 300 K. Interestingly, and especially for
the stannate sample, the parameters shown in the first lines of the Tables 3.3 and 3.4 remain
practically unaltered between 5 and 20 K.

Curiously, this behaviour is not repeated by the thermal parameters. Comparing the refined
anisotropic displacement parameters (ADP’s) of the transition metals (Sn/Ti) and O atoms in
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Temperature (K) Lattice x Occupancy of Rwp

Parameter (Å) 154Sm at the 16d site

5 10.49775(2) 0.33379(4) 0.977(2) 0.0224
20 10.49779(5) 0.33378(4) 0.978(2) 0.0229

100 10.49924(1) 0.33371(4) 0.978(2) 0.0242
300 10.51140(4) 0.33351(3) 0.974(1) 0.0397

Anisotropic displacement parameters ×100 (Å2)
Atom U11 U22 = U33 U12 = U13 U23

5 K

Sm 0.517(22) 0.517(22) -0.048(13) -0.048(13)
Sn 0.504(20) 0.504(20) 0.049(19) 0.049(19)
O8b 0.810(32) 0.810(32) 0 0
O48 f 0.848(24) 0.638(19) 0 0.098(16)

20 K

Sm 0.518(18) 0.518(18) -0.047(13) -0.047(13)
Sn 0.481(14) 0.481(14) 0.047(19) 0.047(19)
O8b 0.806(30) 0.806(30) 0 0
O48 f 0.833(19) 0.617(13) 0 0.096(16)

100 K

Sm 0.551(24) 0.551(24) -0.076(14) -0.076(14)
Sn 0.474(22) 0.474(22) 0.053(20) 0.053(20)
O8b 0.785(35) 0.785(35) 0 0
O48 f 0.805(26) 0.620(21) 0 0.112(17)

300 K

Sm 0.762(19) 0.762(19) -0.120(11) -0.120(11)
Sn 0.633(18) 0.633(18) 0.025(16) 0.025(16)
O8b 0.882(27) 0.882(27) 0 0
O48 f 1.020(21) 0.866(17) 0 0.250(15)

Table 3.3: Best refined parameters for 154Sm2Sn2O7. The refined profiles are shown in Figs. 3.1,
E.1 and E.2. All the parameters are obtained in the simultaneous fitting of data collected in the
three detector banks of HRPD.

Tables 3.3 and 3.4, it can be seen that the ADP’s anomalously decrease with increasing temperature.
In the stannate this behaviour persists up to at least 100 K, while in the titanate the decrease
is seen to happen between 5 and 20 K. The ADP’s, in ideal cases, should quantify the effects
of thermal/dynamic disorder in the sample. However, given the strong correlation between
the parameters that govern the Bragg peak intensities, among them the background function,
scattering lengths, site occupancies and the just mentioned ADP’s, there is a probability that the
decrease in the thermal parameters is a mere least-squares fitting artefact.

We test this hypothesis by investigating the presence, in our sample, of the most common
defects (static disorder) in pyrochlore structures. The emergence of defects in the lattice is
cumulative, in the sense that one defect somehow facilitate the appearance of other [101]. The
cation anti-site disorder, more commonly referred as stuffing, was theoretically shown to be
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Temperature (K) Lattice x Occupancy of Rwp

Parameter (Å) 154Sm at the 16d site

5 10.22182(4) 0.32637(5) 0.972(2) 0.0222
20 10.22224(5) 0.32640(5) 0.981(5) 0.0224

100 10.22645(5) 0.32634(5) 0.973(2) 0.0248
300 10.24148(4) 0.32611(4) 0.974(1) 0.0450

Anisotropic displacement parameters ×100 (Å2)
Atom U11 U22 = U33 U12 = U13 U23

5 K

Sm 0.567(26) 0.567(26) -0.005(16) -0.005(16)
Ti 0.651(33) 0.651(33) 0.09(4) 0.09(4)

O8b 0.786(30) 0.786(30) 0 0
O48 f 0.945(32) 0.735(27) 0 0.027(24)

20 K

Sm 0.563(25) 0.563(25) -0.008(16) -0.008(16)
Ti 0.610(33) 0.610(33) 0.09(4) 0.09(4)

O8b 0.770(30) 0.770(30) 0 0
O48 f 0.948(33) 0.703(27) 0 0.027(24)

100 K

Sm 0.741(30) 0.741(30) -0.049(19) -0.049(19)
Ti 0.71(4) 0.71(4) 0.06(4) 0.06(4)

O8b 0.853(34) 0.853(34) 0 0
O48 f 1.026(37) 0.778(30) 0 0.049(28)

300 K

Sm 0.993(24) 0.993(24) -0.193(14) -0.193(14)
Ti 0.850(29) 0.850(29) -0.001(34) -0.001(34)

O8b 0.858(27) 0.858(27) 0 0
O48 f 1.092(28) 0.848(23) 0 0.138(20)

Table 3.4: Best refined parameters for 154Sm2Ti2O7. The refined profiles are shown in Figs. 3.2,
F.1 and F.2. All the parameters are obtained in the simultaneous fitting of data collected in the
three detector banks of HRPD.

the lowest energy intrinsic disorder present in pyrochlores [101]. The defective structure has
16d positions occupied by transition metal ions, while the Sm atom would occupy the vacant
16c sites. This interchange is random and does not introduce a global symmetry breaking in
the structure [6], i.e., those defects can be a priori quantified via the Rietveld refinements. We
tried to introduce stuffing in our model but the obtained result returns a structure with an
over-occupation of Ti4+/Sn4+ in the 16c site. In any case, the result of this refinement would be
arguable, given the uncertainty in the scattering length and isotopic occupancy at the rare-earth
site.

The second most important defect is also an anti-site disorder, but this time occurring with
the O2− anions. The so-called Frenkel pair defects consist of a vacancy in the 48 f site and
a corresponding occupation of an otherwise empty 8a Wyckoff position [102, 103]. In our
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Temperature (K) x Occupancy of Occupancy of Rwp
154Sm at the 16d site O at the 8b site

5 0.33381(4) 0.976(2) 0.957(5) 0.0223
20 0.33381(4) 0.977(2) 0.957(5) 0.0228

100 0.33373(4) 0.977(2) 0.955(5) 0.0241
300 0.33351(3) 0.972(1) 0.973(4) 0.0395

Anisotropic displacement parameters ×100 (Å2)
Atom U11 U22 = U33 U12 = U13 U23

5 K

Sm 0.523(22) 0.523(22) -0.044(13) -0.044(13)
Sn 0.523(20) 0.523(20) 0.033(19) 0.033(19)
O8b 0.550(43) 0.550(43) 0 0
O48 f 0.844(24) 0.677(20) 0 0.098(16)

20 K

Sm 0.519(18) 0.519(18) -0.043(13) -0.043(13)
Sn 0.490(14) 0.490(14) 0.030(19) 0.030(19)
O8b 0.546(42) 0.546(42) 0 0
O48 f 0.820(19) 0.646(13) 0 0.096(16)

100 K

Sm 0.558(24) 0.558(24) -0.071(14) -0.071(14)
Sn 0.493(22) 0.493(22) 0.037(20) 0.037(20)
O8b 0.512(47) 0.512(47) 0 0
O48 f 0.801(26) 0.661(22) 0 0.111(17)

300 K

Sm 0.765(19) 0.765(19) -0.117(11) -0.117(11)
Sn 0.647(18) 0.647(18) 0.018(16) 0.018(16)
O8b 0.703(36) 0.703(36) 0 0
O48 f 1.024(21) 0.896(18) 0 0.245(15)

Table 3.5: Parameters for 154Sm2Sn2O7 after the inclusion of the 8b site occupancy in the refined
model.

refinement, the included 8a oxygen occupancy is refined to zero for all temperatures, which
indicates that the formation of Frenkel pairs is negligible.

Finally, the oxygen occupancy at the 8b sites is refined. Vacancies at those positions are a
common defect in pyrochlores forming in the Fd3̄m structure, with a resulting off-stoichiometric
154Sm2B2O7−δ chemical formula. Subramanian et al. [6] discusses the formation and stability of
the pyrochlore phase for slight reductions in the oxygen content of the neutral structure. The
new refined parameters are shown in Tables 3.5 and 3.6, respectively, for stannate and titanate.

For some temperatures, a small improvement in the error Rwp could be verified. This is
most probably some marginal effect of the inclusion of one more parameter in the refinement.
Observing the Tables 3.5 and 3.6, it is possible to see that the decrease in the occupancy at
the 8b site, comparing oxygen-deficient and stoichiometric model, occurs at the expense of a
reduction in the thermal parameters. In other words, this behaviour shows that those variables
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Temperature (K) x Occupancy of Occupancy of Rwp
154Sm at the 16d site O at the 8b site

5 0.32640(4) 0.971(2) 0.977(5) 0.0222
20 0.32643(5) 0.977(5) 0.974(5) 0.0223

100 0.32637(5) 0.972(2) 0.975(5) 0.0248
300 0.33611(4) 0.973(1) 0.985(4) 0.0449

Anisotropic displacement parameters ×100 (Å2)
Atom U11 U22 = U33 U12 = U13 U23

5 K

Sm 0.577(26) 0.577(26) -0.013(16) -0.013(16)
Ti 0.675(34) 0.675(34) 0.08(4) 0.08(4)

O8b 0.655(40) 0.655(40) 0 0
O48 f 0.977(33) 0.758(27) 0 0.024(24)

20 K

Sm 0.576(25) 0.576(25) -0.016(16) -0.016(16)
Ti 0.637(34) 0.637(34) 0.09(4) 0.09(4)

O8b 0.623(40) 0.623(40) 0 0
O48 f 0.985(33) 0.729(27) 0 0.023(24)

100 K

Sm 0.752(30) 0.752(30) -0.057(19) -0.057(19)
Ti 0.74(4) 0.74(4) 0.06(4) 0.06(4)

O8b 0.710(46) 0.710(46) 0 0
O48 f 1.06(4) 0.803(31) 0 0.046(28)

300 K

Sm 1.001(24) 1.001(24) -0.198(14) -0.198(14)
Ti 0.869(29) 0.869(29) -0.003(34) -0.003(34)

O8b 0.775(35) 0.778(35) 0 0
O48 f 1.113(28) 0.868(24) 0 0.134(20)

Table 3.6: Parameters for 154Sm2Ti2O7 after the inclusion of the 8b site occupancy in the refined
model.

are correlated and cannot be disentangled in the refinement. Possibly, observation of a broader
|Q|-range with neutrons, considering that the Debye-Waller factor increases with the square of
|Q|, while vacancies would reduce the peak intensities uniformly along the probed momentum
transfer, could produce more reliable results. In Tables 3.5 and 3.6, the refined oxygen deficiency
is not only somewhat excessive, but also not consistent among all the measured temperatures.
For the data measured below room temperatures, the O content at the 8b site is significantly
lower than that refined for the 300 K data. Most probably, the refinement of the background
plays a role in the quantification of the oxygen occupancy as well.

In what follows, we take aside the possibility that defects in the samples cause the strange
behaviour in the thermal parameters. Since the quantification of those defects is not possible
using exclusively Rietveld refinements, we turn to the direct observation of the differences in
the measured profiles that are causing the decrease in the refined ADP’s. If the parameters at
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Figure 3.3: Some Bragg profiles of 154Sm2Sn2O7 (top) and 154Sm2Ti2O7 (bottom) collected in the
bank 1 of HRPT at 5 and 20 K. The indexes of all the lattice planes that contribute to the Bragg
peak intensity at a given |Q| are shown in blue.

20 K are effectively smaller than at 5 K, the peak intensities, specially in the higher |Q|-region
of the diffraction pattern, should increase when the temperature is increased. By plotting some
high index Bragg peaks in Figure 3.3, we show that this is exactly the case. Especially for the
stannate (top panel), which we have shown above to present the anomalous ADP’s over a
broader temperature range, it is clear that some intensities are indeed higher at 20 K, while the
background and the lattice parameters do not seem to change considerably.

In the absence of complementary data, we can only speculate the reasons for this unusual
intensity decrease. Inspired by some experimental findings on another rare-earth pyrochlore,
Tb2Ti2O7, which presents unusual crystallographic properties at low temperatures [104,105], we
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3.4 Heat capacity and magnetic entropy

investigate in the next chapter the possibility of magnetoelastic coupling between a phonon from
the pyrochlore lattice and a crystalline electric field excitation. Recently, detailed investigations
on classical spin ices [106] and the just mentioned quantum spin liquid candidate Tb2Ti2O7
[107, 108] demonstrate the relevance of spin-lattice interactions as originators of spin-flips, also
known as Orbach processes. The Orbach mechanism is responsible for the violation of the ice
rules, the condition for the creation and propagation of the emergent monopoles in hot spin
ice [106] (see Chapter 1).

If the overall features of Tb2Ti2O7 are much less understood, they are definitely not less
studied. Earlier research showed that a dynamic Jahn-Teller distortion most probably influences
the development of long-range order at very low temperatures in the compound [109]. The
establishment of a lattice distortion at temperatures as low as 400 mK is, from the experimental
point of view, extremely challenging. More recently, however, it was experimentally demon-
strated that the first excited CEF level in Tb2Ti2O7 couples with an acoustic phonon to form
a vibronic bound state [105]. Vibronic bound states carry characteristics of both phonons and
single ion excitations, and are, therefore, not fully described by any of them. In Chapter 4, after
the determination of the CEF levels in the Sm-based pyrochlores, we are going to return to
this question, investigating more quantitively the possibility of magnetoelastic coupling in the
compounds studied here.

3.4 Heat capacity and magnetic entropy
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Figure 3.4: Low temperature heat capacity data measured for 154Sm2Ti2O7 and Sm2Sn2O7 (green
and blue circles, respectively). For comparison, data of 154Sm2Ti2O7 published in Reference [95]
are also shown (yellow circles). The lines are guides to the eye. In the inset, heat capacity
measured for the same samples at higher temperatures is shown. The error bars in this plot
were omitted for clarity.

In Figure 3.4 the heat capacity at constant pressure (Cp) data collected using sintered pellets
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Chapter 3 Sm-based pyrochlores: bulk properties

of 154Sm2Ti2O7 and Sm2Sn2O7 are shown. The consistent presence of the phase transitions in
both titanate samples, the isotopically enriched and the one with the natural isotopic abundance
of the Sm atom, was checked. It is therefore expected that the phase transition is equally present
in the stannate isotopic sample. Further neutron data, presented in Chapter 5 will show that
this hypothesis is actually correct.

Along with data of this work, data published in Reference [95] are shown. The comparison
of heat capacity anomalies displayed by different samples was already shown to be a reliable
method to determine relative sample quality. In the last chapter of this thesis, we are going to
present a famous example of the sensitiveness of heat capacity anomalies and phase transitions
to slight variations in the sample stoichiometry: the quantum spin ice candidate pyrochlore
Yb2Ti2O7. Now, solely considering 154Sm2Ti2O7, even though the anomaly of the sample of
Mauws et. al has a smaller intensity than the anomaly of our sample, its position and sharpness
are very similar. Thus, roughly speaking, we do not expect strong stoichiometry differences
between the sample of Reference [95] and ours.

The anomaly of the stannate is very similar in shape and intensity to the one of the titanate, but
takes place at higher temperature, around 440 mK. These similarities lead us to believe that both
compounds may present very similar physical behaviour above and below phase transitions.
It is also interesting to note that another Sm-based pyrochlore, the zirconate Sm2Zr2O7, was
shown to not present any sharp anomaly down to the lowest measured temperatures (∼ 0.1
K) [110]. Instead, the zirconate shows a broad peak centred around 500 mK, which, in the work
of Reference [110] was not attributed to the development of long-range order in the sample.

The magnetic entropy can be estimated from the heat capacity data using [48, 111]

∆S(T) =
T∫

T0

Cp(T′)
T′

dT′, (3.1)

where T is the sample temperature. Clearly, magnetism may not be the only contribution to the
entropy of a sample at very low temperatures. Electron dynamics, in conductors, and hyperfine
interactions in atoms that possess nuclear spin magnetic moment, are some examples of disorder
that may increase the overall entropy displayed by the system. None of the previous applies to
our Sm-based pyrochlores. The phonon contribution to the heat capacity is usually estimated by
fitting a Debye ∝ T3 curve to low temperature data and extrapolating the result to temperatures
below 10 K. However, there is some arbitrariness in the interval to which the Debye model
can be fitted. We tried several for 10 K < T < 20 K, but all returned an overestimated phonon
contribution, producing heat capacities higher than the measured ones at lower temperatures.
Therefore, we follow the procedure also adopted by Singh et al. [93] and neglect the phononic
contribution to the heat capacity below 8 K. This approximation is probably valid considering
our results of neutron diffraction, which do not show considerable structural differences or
increase in the dynamical disorder between 5 and 20 K.

The entropy calculated using Equation (3.1) is shown in Figure 3.5. The ∆S(T) at low
temperatures reaches asymptotically the value corresponding to R ln(2). Using the Boltzmann
law, we recognise the ground-state of the system as a well isolated doublet, following the trend
comum in almost all the other pyrochlores compounds (except Gd and Eu-pyrochlores) [7].
Since samarium is a Kramers ion, the doublet ground-state of the Sm-based pyrochlores is
protected and its degeneracy cannot be lifted by any perturbation that does not break time
reversal symmetry.

52



3.5 Summary of the results presented in this chapter

 1

 2

 3

 4

 5

 0.1  1

Sm2Sn2O7

0.44 K

 5.76

 0.1  1

154
Sm2Ti2O7

R ln(2)

0.35 K

∆
S

 (
J
/K

 m
o
l 
S

m
)

Temperature (K)

Figure 3.5: Estimated magnetic entropy for T < 7 K, calculated using Equation (3.1) and
heat capacity data of Figure 3.4. The phonon contribution in the whole temperature range
was neglected. The vertical dashed lines highlight the phase transition temperatures of both
samples. The horizontal dashed line shows the value of R ln(2), the entropy expected for a
doublet ground-state.

3.5 Summary of the results presented in this chapter

The focus of this chapter was on the precise structural characterisation of the synthesised
compounds, especially because these results were never presented in the literature. Neutron
diffraction was employed to show that both samples are formed by single pyrochlore phases.
The most common defects present in stable pyrochlore compounds were investigated, and,
finally, it was convincingly demonstrated that our samples are good exemplars of 154Sm2Ti2O7
and 154Sm2Sn2O7.

The structural analysis also revealed some unexpected results. The intensity of some high
index Bragg peaks increase with increasing temperature. This effect is slightly more prominent
in the stannate than in the titanate. In the next chapter, after the determination of the crystal
electric field excitations in our samples, a possible explanation for this anomalous behaviour
will be offered.

The low temperature heat capacity data show very strong and sharp anomalies for titanate
and stannate at 350 mK and 440 mK, respectively. The estimation of the magnetic entropy
suggests that the ground-state of the systems can be described as well isolated Kramers doublets.
This considerations are going to be our starting point for the analysis presented in the next
chapter.
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Chapter 4

Sm-based pyrochlores: single ion properties
and magnetic susceptibility

4.1 Overview and context

As we mentioned before, not much has been reported about the magnetic properties of
Sm-based pyrochlores, apart from a handful of studies succinctly itemised below:

• Singh et al. [93] shows results of DC-susceptibility (χDC), Cp and Raman spectroscopy
measurements conducted on a single crystal sample of 154Sm2Ti2O7. The analysis of χDC
and Cp demonstrated that the dipolar and exchange interactions in the titanate have
smaller energy scales when compared to other members of the pyrochlore family. Down
to 2 K, no signal of spin-freezing could be detected. A maximum in the susceptibility
∼ 140K was interpreted as a consequence of the single ion properties of the Sm3+ ion.
Raman spectroscopy indicated the presence of four active low energy modes attributed
to CEF excitations, while the ground-state J = 5/2 of Sm3+ is expected to split into a
maximum of three doublets.

• Malkin et al. [94] reanalyses the susceptibility data measured by Singh et al. in order to
estimate the CEF parameters of 154Sm2Ti2O7. Despite the excellent agreement between
experimental data and fitting, the CEF levels deduced in Malkin et al. depart strongly
from the ones obtained in the Raman spectroscopy study of Reference [93].

• Mauws et al. [95] presented a more complete set of experiments on another single crystal
sample of 154Sm2Ti2O7, this time enriched with the isotope 154Sm. It is shown that the
titanate displays a heat capacity anomaly at TTi

N = 350 mK, associated with the develop-
ment of an antiferromagnetic all-in-all-out long-range order in the sample. Additionally,
inelastic neutron scattering is employed to determine a third set of crystal electric field
levels, which is partially inconsistent with both [93] and [94].

In this Chapter, we present new comprehensive inelastic neutron scattering measurements of
the crystal electric field transitions between the ground-state doublet and the levels of the first
excited multiplet of the Sm3+ ion. The energy and intensity of the measured levels are used as
parameters of the fit conducted in order to solve the CEF scheme of the ion in the pyrochlore
lattice. Our analyses demonstrate that the values of ground-state magnetic moment, when
intermultiplet transitions are not neglected, are strongly suppressed from those predicted when
considering uniquely the ground-state CEF splitting. We extend our investigation calculating
the χCEF of the titanate and stannate and comparing it with the χDC measured in low applied
magnetic fields. Following the determination of the eigenstates of the single ion Hamiltonian,
possible multipolar and magnetoelastic coupling, as well as their implications, are discussed.
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4.2 Experimental details

Inelastic neutron scattering measurements were performed at the time-of-flight (TOF) spectro-
meter MERLIN at ISIS [86]. Approximately 0.7 g of titanate and 1.4 g of stannate were packed
in aluminium foil, subsequently curled up to form hollow cylinders of ∼ 2 cm diameter and
height. The samples were sealed in aluminium cans and cooled down to 5 K in a close cycle
refrigerator (CCR) cryostat in He exchange gas.

Two experimental configurations were employed. Firstly, the instrument gadolinium chopper
was operated in repetition-rate multiplication mode, which enables the simultaneous measure-
ment of incident energies Ei = 10, 19 and, with higher flux, 50 meV for a rotation frequency of
250 Hz. With that setup, the spectra were measured at 5 and 150 K. For a frequency of 400 Hz,
data were collected at 5 K for Ei = 17, 28, 54 and 150 meV. As we proceeded to data collection
with higher neutron incident energies, the Gd chopper was substituted by a sloppy chopper
and the spectra for a single Ei = 300 meV at 450 Hz were recorded at a temperature of 5 K.
We note that, while the sloppy chopper was employed in measurements of the spectra of both
samples, data with Ei ≤ 150 meV were obtained only for the titanate.

Static susceptibility measurements were performed on our isotopically enriched samples
down to 5 K in a Quantum Design MPMS SQUID magnetometer. Around 20 mg of each
powder sample was pressed and loaded in a polymeric container. The diamagnetic signal of
this container was subtracted from the raw SQUID voltage and a dipolar response function was
fitted to the corrected data for each temperature point measured.

4.3 The Sm3+ form-factor

Experimentally, the observation of the ground-state 6H5/2 multiplet splitting in Sm-based
compounds using neutron scattering is particularly complicated. Even in low absorbing,
isotopically enriched samples, phonon branches, stemming both from the pyrochlore and also
from the aluminium can, are strongly present in the energy region probed. The biggest challenge
is, however, imposed by the nature of the magnetic ion itself. As shown in Figure 4.1, instead of
falling with increasing momentum transfer, the neutron form-factor squared f 2(Q) curve for
transitions 6H5/2 ↔ 6H5/2 has a maximum at around 5 Å

−1
[72]. The form-factor for transitions

within the ground-state multiplet, thus, hinders a reliable separation of CEF and flat phonon
branches in the experimentally accessed momentum transfer |Q| < 10 Å

−1
for neutrons of

incident energy Ei = 50 meV. In order to identify modes belonging to the Hund’s rules J = 5/2
ground-state multiplet splitting of the compound, we will have to rely on the temperature
dependence of the data.

4.4 Inelastic neutron scattering results

The double differential neutron cross section [112]

d2σ

dΩdE
∝

k′

k
f 2(Q)e−2W(Q) ∑

n
pn ∑

m
|〈m|M⊥(Q)|n〉|2δ(Em − En − E) (4.1)

determines the CEF information accessed via neutron scattering. The terms k, k′, e−2W(Q) and
f 2(Q) in Equation (4.1) were defined in Section 2.2.3. Moreover, pn = (1/Z)∑n eEn/kBT is the
population probability of the nth CEF level and |m〉 and |n〉 are the final and initial states. In
this work, we consider W(Q) = 0. This is the common assumption made in the literature
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Figure 4.1: Calculated form-factors, in the dipole approximation, for transitions between the
same 6H5/2 multiplet (green) and from the 6H5/2 to the 6H7/2 multiplet (blue) of the Sm3+ ion.
The maxima of both curves were normalised to be identically equal to one.

[22, 112], despite being rigorously correct only at Q = 0. The component of the magnetisation
perpendicular to the scattering vector Q is denoted by M⊥(Q). When intermultiplet transitions
are considered, 〈M⊥(Q)〉 = − 2

3 〈Lα + 2Sα〉 [72], where L and S are the orbital and spin angular
momentum operators and α is any of the orthogonal x, y, z axis. The factor 2

3 appears due to the
powder averaging of Equation (4.1) [113].

Data measured with neutrons of incident energy Ei = 50 meV are shown in Figure 4.2(a) and
4.2(b) for temperatures of 5 and 150 K, respectively. At 5 K, one weak, dispersionless mode
can be observed around 16 meV in the interval |Q| = [1, 2] Å

−1
. At 150 K, the mode intensity

is surpassed by a general increase in the background, possibly consequence of the growing
population of pyrochlore optical phonon levels at medium energies [114]. |Q|-cuts showing the
behaviour of this excitation with increasing temperature are shown in Figure 4.3(a).

Singh et al. [93] report, at energy transfers ∆E < 60 meV, six expected Raman-active phonon
modes and other four supposed CEF modes lying at energies around 11, 16, 20 and 33 meV.
While we identify an excitation ∼ 16 meV, our data measured with Ei = 19 meV neutrons (not
shown) display no evidence of a CEF level at 11 meV. Similarly, the high density of phonon
states around 20 and 33 meV does not allow us to directly identify, in the measured S(|Q|, ω),
those higher energy, supposed single ion excitations. Below, we are going to show that a
mode at ∼ 30 meV is predicted by our CEF analysis. The levels located at 11 and 20 meV
were suggested, in an earlier Raman and IR spectroscopy work performed on 154Sm2Ti2O7
and 154Sm2Sn2O7 [115], to correspond to two IR-active phonon levels, which become also
Raman-active due to a local symmetry lowering associated with crystal defects.

The inelastic neutron scattering data of Mauws et al. [95] indicate a CEF excitation taking
place at ∼ 16 meV and one additional at 70 meV. Indeed, we measure a flat excitation at
70 meV using neutrons of Ei = 150 meV, as shown in Figure 4.4. However, |Q|-cuts performed
for several momentum transfer intervals, displayed in Figure 4.3(b), reveal that this mode
intensity increases with increasing 〈Q〉 up to at least 10.5 Å

−1
. Though, in our analysis, the

contribution of the phononic background to this putative excitation is neglected, we note that
its momentum transfer dependency contradicts that expected considering the form-factor for

57



Chapter 4 Sm-based pyrochlores: single ion properties and magnetic susceptibility

(a)

 0.5  1  1.5  2  2.5  3  3.5

|Q| (Å−1)

 0
 5

 10
 15
 20
 25
 30
 35
 40

E
ne

rg
y 

T
ra

ns
fe

r 
(m

eV
)

5 K

(b)

 0.5  1  1.5  2  2.5  3  3.5  4

|Q| (Å−1)

 5

 10

 15

 20

 25

 30

In
te

ns
ity

 (
A

rb
. U

ni
ts

)

150 K

Figure 4.2: Contour color plots of 154Sm2Ti2O7 data measured at MERLIN with a neutron initial
energy Ei = 50 meV at (a) 5 K and (b) 150 K. The purple rectangles highlight the position of
one possible CEF excitation at ∼ 16 meV.
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Figure 4.3: Momentum transfer cuts integrated over the interval 〈Q〉 ± 0.5 Å
−1

. (a) Temperature
dependence of the mode observed at ∼ 16 meV. (b) |Q|-dependence of the flat excitation
measured at 70 meV (corresponding to the contour plot shown in Figure 4.4). Note that the
intensity of the excitation in (b) does not follow the form-factor calculated for transitions
6H5/2 ↔ 6H5/2, shown in Figure 4.1.

transitions 6H5/2 ↔ 6H5/2, as shown in Figure 4.1. We also note that this position in energy
coincides with those of several Γ-point phonons in pyrochlores [114].
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Figure 4.4: Spectra measured (uniquely) on the titanate sample at 5 K with neutrons of incident
energy Ei = 150 meV. The purple rectangle ∼ 70 meV emphasises the mode suggested in
Reference [95] as being a CEF level.

As the observation of one (or two) CEF levels is not usually enough to perform a reliable
calculation of the single ion Hamiltonian, we proceed our search for levels at higher energies.
Following a trend common also in other light rare-earth compounds, the ground 6H5/2 multiplet
of Sm is relatively close in energy to the first excited 6H7/2, and we expect to measure its splitting
into four doublets at energies below 200 meV [116]1.

In Figures 4.5(a) and 4.5(b), the spectra measured at 5 K with Ei = 300 meV neutrons are
shown for 154Sm2Ti2O7 and 154Sm2Sn2O7, respectively. Despite the weak signal, some low |Q|
flat modes are present in both samples. We perform a |Q|-cut integrated over the full interval
where the form factor for transitions 6H5/2 ↔ 6H7/2 is appreciably bigger than zero, i.e. where
|Q| < 5 Å

−1
. Those cuts, shown in Figure 4.6, are fitted with Lorentzian distributions centred

on the peak position and with a minimum FWHM limited by the instrumental resolution,
estimated to be not smaller than 12 meV for the energy transfer range between 100 and 200
meV. In order to define the relative intensities of the modes, the FWHM of the excitations were
assumed to be identical, which is a reasonable approximation for energies between 120 and 190
meV. For the background estimation (grey shaded area in Figure 4.6), we performed higher
momentum transfer cuts with same width in |Q|. The intensities of all of them were scaled
∼ 100 meV, and, after subtraction, the data shown in Figure 4.7 (filled black circles) are obtained.
Three distinct peaks can be distinguished at 127, 154 and 183 meV (green arrows). The presence
of a fourth excitation between the latter two, at around 169 meV (pink arrow), can be inferred
considering the overall width of this broad superposition of levels. The data extracted from
those fittings are summarised in Table 4.1.

Next, we need to confirm that these modes really correspond to CEF levels resulting from the

1The measurement of the CEF modes explored from now on was possible due to the advice of Jianhui Xu and Bella
Lake. The author of this thesis thanks them for their suggestions.
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Figure 4.5: Possible CEF excitations, emphasised by purple rectangles, resulting from the
splitting of the first excited 6H7/2 multiplet on (a) titanate and (b) stannate samples. Data were
collected at 5 K using neutrons of incident energy Ei = 300 meV.

free ion multiplet splitting of the Sm3+ in the pyrochlore lattice. In order to achieve that, we
fit the single ion crystal field Hamiltonian of Equation (1.5) to the eigenenergies and intensity
ratios obtained experimentally. Clearly, the inclusion of intermultiplet transitions in the model
precludes the use of the Stevens’ operator formalism in the fitting. The only approach left to
treat the problem is then to use the tensor formalism with a substantial number of multiplets
and diagonalise the resulting matrix. Luckily, that can be easily accomplished by the software
SPECTRE [21]2. As basis states, we made use of the 12 J values belonging to the two lowest
multiplets in energy 6H and 6F of the Sm3+ ion [116]. Intermediate coupling, which is the
mixing of levels with the same J but different L and S quantum numbers, was also taken into
account. The values of the several spin-orbit parameters of the free ion Hamiltonian are taken
from Reference [116] and are not fitted. The starting parameters, estimated via the fitting of the
magnetic susceptibility of the material, were taken from Malkin et al. [94].

In the titanate data fitting, the energy of the mode at 16.1 meV, in addition to the other four
levels from the second J multiplet splitting, was considered. Our trial to include the mode
at 70 meV in a fitting comprising the full compound data set resulted unsuccessful. All the
evidences, thus, rule out the possibility that this excitation really corresponds to a CEF level.
The ground-state splitting of the stannate sample was not measured, but calculated based on
the data fitting of the second multiplet splitting. The data after the background subtraction,
along with the best CEF excitations fitting, are shown in Figure 4.7.

Our calculations predict that the second excited level of the ground multiplet of titanate and
stannate should be present at ∼ 30 meV. This is fully consistent with the Raman spectroscopy
results of Reference [93]. The intensity of the transitions |0〉 ↔ |2〉 calculated for both samples
is the smallest in Table 4.1. That suggests another cause, besides the massive phonon density
of states at intermediate energies, for the seemingly absence of this mode in the experimental
S(|Q|, ω). In the titanate, the transition |1〉 ↔ |2〉, corresponding to an energy of ∼ 14 meV,
has a calculated intensity 30 times smaller than the intensity of the transition |0〉 ↔ |1〉 at a

2I express my gratitude to Andrew Boothroyd for his extremely kind support in the use of his software, as well as
discussions about the samarium particularities.
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Figure 4.6: Momentum transfer cuts performed on the data of Figure 4.5 integrated over the
interval |Q| = [0, 5] Å

−1
for (a) titanate and (b) stanate samples. The arrows mark the position

of possible excitations, which are also summarised in Table 4.1. The pink arrows indicate the
position of an inferred, not perfectly resolved CEF mode.

temperature of 150 K, and is therefore not visible. The eigenvalues of HCEF of stannate and
titanate are very similar, with the strongest differences lying on the modes relative intensities.
In the inelastic neutron scattering work performed in the zirconate [110], CEF levels were
measured ∼ 130, 157, 168 and 183 meV, in close agreement with the samples analysed here.

Curiously, in one investigation made on another trivalent samarium compound, the high-Tc
superconductor cuprate SmBa2Cu3O7 [117], the intermultiplet transitions apear at energies 124,
154, 167 and 184 meV, i.e., very close to the ones measured in pyrochlores. The site symmetry of
the rare-earth ion in SmBa2Cu3O7 is, nevertheless, not the same. A similar result is found in
another cuprate, Sm2CuO4, for which the point symmetry of the Sm3+ is C4v [118]. Those works
support not only the evidence that the single ion degeneracy liffting is only weekly sensitive to
the local environment of the rare-earth ion [72], but also that the modes measured here really
correspond to intermultiplet transitions occurring in Sm-based pyrochlores.

The calculated crystal field parameters are shown in Table 4.2. The values given in [95] were
converted here to the Wybourne operator formalism using Equation (1.6), and are displayed
for comparison in Table 4.2. As a consequence of the use of the Stevens’ formalism, the non-
diagonal elements in the Hamiltonian matrix obtained in Mauws et al. (with exception of B4

3)
are identically equal to zero.

We show the calculated doublet ground-states |±0〉 in Table 4.3, which contains also the
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154Sm2Ti2O7

Observed Calculated

Transition Energy σE Relative σI Energy Relative
|LSα〉 ↔ |L′S′α′〉 (meV) (meV) Intensity (meV) Intensity

|0〉 ↔ |0〉 0 0 - - 0 0.05
|0〉 ↔ |1〉 16.1* 0.2 - - 16.0 0.15
|0〉 ↔ |2〉 - - - - 29.7 0.02
|0〉 ↔ |3〉 126.7 0.5 1 - 127.2 1
|0〉 ↔ |4〉 154.2 0.5 1.0 0.1 154.0 0.74
|0〉 ↔ |5〉 169.3 0.9 0.8 0.1 169.6 0.92
|0〉 ↔ |6〉 183.0 0.6 1.5 0.1 183.4 1.48

154Sm2Sn2O7

Observed Calculated

Transition Energy σE Relative σI Energy Relative
|LSα〉 ↔ |L′S′α′〉 (meV) (meV) Intensity (meV) Intensity

|0〉 ↔ |0〉 0 0 - - 0 0.05
|0〉 ↔ |1〉 - - - - 13.0 0.18
|0〉 ↔ |2〉 - - - - 28.2 0.01
|0〉 ↔ |3〉 125.2 0.4 1 - 125.2 1
|0〉 ↔ |4〉 151.6 0.4 1.1 0.1 151.6 1.02
|0〉 ↔ |5〉 161.4 0.5 0.9 0.1 161.4 1.04
|0〉 ↔ |6〉 181.6 0.5 1.3 0.1 181.6 1.23

Table 4.1: Overview of the observed and calculated eigenstates and intensities of the CEF levels
of 154Sm2Ti2O7 and 154Sm2Sn2O7. The position of the levels and their intensities (except for the
level marked with *, which did not have its intensity used in the calculation) were obtained
by fitting the data shown in Figures 4.3(a) and 4.6. The σ values are the standard deviation
of the Lorentzian fittings. The intensities of the second multiplet splitting were all calculated
relative to the transition |0〉 ↔ |3〉. The |n〉 represents both degenerated wave functions of the
nst excited doublet.

B2
0 B4

0 B4
3 B6

0 B6
3 B6

3

154Sm2Ti2O7 73.7 369.5 102.5 167.1 -123.0 141.8
154Sm2Sn2O7 83.1 319.7 111.8 133.4 -110.8 155.2

154Sm2Ti2O7 [94] 28.5 370.0 97.3 87.0 -78.0 124.0
154Sm2Ti2O7 [95] 164.6 393.4 0 0 0 0

Table 4.2: Crystal field parameters obtained in this work. The two last lines in the table
show, for comparison, the set of crystal field parameters (in units of meV) published in the
References [94, 95]. Note that the parameters of Reference [95] are estimated using the Stevens’
operator formalism, with the immediate consequence that all B6

q parameters are identically
equal to zero.
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Figure 4.7: Background subtracted data of Figures 4.3 and 4.6 with superimposed calculated
intensities obtained in our CEF analysis (see Table 4.2) for (a) titanate and (b) stannate. Note
that the intensity of the level at 16 meV was neither used in the fitting or had a background
estimated, nevertheless we show for completeness its calculated intensity in the inset of (a).

wave functions found based in the analyses presented in the References [94, 95]. All the wave
functions displayed in Table 4.3 have ground-states composed mostly by the

∣∣6H5/2,∓ 3
2

〉
state,

with contributions of higher angular momentum J = 7/2 and J = 9/2 states. The list of levels
shown in the wave functions appear to be a slightly excessive, but in the next sections our
option to show all of them will be justified.

The ground-state eigenstate determines the maximum ordered moment of the magnetic ion
at T = 0, which is calculated as the expected value of the magnetic moment operator (see
Appendix B)

〈µ0
α〉 = |〈±0| − (Lα + 2Sα)µB| ± 0〉|, (4.2)

where alpha indicates anyone of the spatial directions x, y, z. The only matrix element different of
zero in Equation (4.2) is the expected value 〈µ0

z〉. The ground-state of the samarium pyrochlores
has then an Ising character, and the crystal field constrains the magnetic moment to point along
one of the 〈111〉 directions, defined here as the local-z axis.

The expected values of Equation (4.2) are presented in Table 4.4. The admixture of 6H7/2 and
6H9/2 terms in the ground-state doublet is very small, but its effect over the magnetic moment
is surprisingly important: the value changes from the maximum 0.43µB calculated in [95] to
the 0.16µB expected in our ground-state. We dedicate the following sections to explore other
important consequences of the single ion effects in our samarium pyrochlores, applying, as far
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154Sm2Ti2O7

|±0〉 = ±0.303
∣∣6H5/2,∓ 3

2

〉
+ 0.934

∣∣6H5/2,± 3
2

〉
+ 0.016

∣∣6H7/2,∓ 3
2

〉
∓ 0.073

∣∣6H7/2,± 3
2

〉
∓0.030

∣∣6H9/2,∓ 3
2

〉
− 0.084

∣∣6H9/2,± 3
2

〉
+ 0.093

∣∣6H9/2,∓ 9
2

〉
∓ 0.017

∣∣6H9/2,± 9
2

〉
154Sm2Sn2O7

|±0〉 = ±0.084
∣∣6H5/2,∓ 3

2

〉
+ 0.981

∣∣6H5/2,± 3
2

〉
+ 0.005

∣∣6H7/2,∓ 3
2

〉
∓ 0.058

∣∣6H7/2,± 3
2

〉
∓0.012

∣∣6H9/2,∓ 3
2

〉
− 0.076

∣∣6H9/2,± 3
2

〉
+ 0.093

∣∣6H9/2,∓ 9
2

〉
∓ 0.039

∣∣6H9/2,± 9
2

〉
154Sm2Ti2O7 [94]

|±0〉 = ±0.154
∣∣6H5/2,∓ 3

2

〉
+ 0.970

∣∣6H5/2,± 3
2

〉
+ 0.028

∣∣6H7/2,∓ 3
2

〉
∓ 0.125

∣∣6H7/2,± 3
2

〉
154Sm2Ti2O7 [95]

|±0〉 =
∣∣6H5/2,∓ 3

2

〉
Table 4.3: Ground-state wave functions of titanate and stannate. We use the spectroscopic
notation 2S+1LJ followed by the magnetic quantum number mJ to assign each basis functions
|L, S, J, mJ〉. The bottom lines in the table show the values found in the analyses of References
[94, 95]. The wave function of Malkin et al. [94] was not reported in the original publication, so
we recalculate it here based on the parameters obtained and reproduced in Table 4.2.

as possible, the results presented above in the analyses of several physical properties of those
compounds.

|〈µ±0
α 〉| = |〈µ±0

z 〉|
154Sm2Ti2O7 0.16
154Sm2Sn2O7 0.27

154Sm2Ti2O7 [94] 0.11
154Sm2Ti2O7 [95] 0.43

Table 4.4: Ground-state CEF magnetic moments, in units of µB, calculated in this work. In the
last two lines the values found by Malkin et al. [94] and Mauws et al. [95] are shown.

4.5 Magnetic susceptibility

4.5.1 Single ion susceptibility

We measure the static (DC) magnetic susceptibility χDC of our samples at several small
applied fields. The data are shown in Figure 4.8. The χDC of 154Sm2Ti2O7 is easily recognisable,
for it shows a dip just below 50 K followed by a maximum at ∼ 120 K, after which it decreases
monotonically up to room temperature. The susceptibility of 154Sm2Sn2O7, on the other hand,
displays no maximum up to 300 K. A blown up view of the susceptibility for temperatures
> 50 K is shown in the insets in Figure 4.8.

To perform the calculation of the single ion contribution to the magnetic susceptibility, we
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Figure 4.8: Static magnetic susceptibility χDC of 154Sm2Ti2O7 (top) and 154Sm2Sn2O7 (bottom).
Data for four different small applied fields are presented. In the insets, the susceptibility at
intermediate temperatures is emphasised. Clearly, the upturn present in the 154Sm2Ti2O7 is
absent in the stannate, which displays a linear behaviour at this temperature range. The yellow
line shows the single ion contribution to χDC, calculated using Equations (4.3) and (4.4).

make use of the van Vleck equation [119]

χCEF,α =
2Nβ

Z

[
∑
n

|〈+n|µα|+n〉|2 + |〈+n|µα|−n〉|2
eβEn

+
2
β ∑

m>n

|〈+m|µα|+n〉|2 + |〈+m|µα|−n〉|2
En − Em

(e−βEm − e−βEn)

]
, (4.3)
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where N is the Avogadro’s number, Z = ∑n e−βEn is the partition function and β = 1/kBT.
En,m are the eigenvalues of the CEF Hamiltonian, which were presented in Table 4.1. The
magnetic moment operator µα was defined in Equation (4.2). All the terms for which m > n
[second summation on the right hand side of Equation (4.3)] correspond to the so-called van
Vleck susceptibility. Note that we neglect the sample own diamagnetic response. The powder
susceptibility is found averaging Equation (4.3) over all spatial directions. As x and y are
equivalent, it can be shown that [65]

χCEF,powder =
χCEF,z + 2χCEF,x

3
. (4.4)

The calculated χCEF,powder is shown along with the experimental results in Figure 4.8.
Our main objective with the single ion susceptibility calculation is to ratify our CEF analysis,

particularly for the stannate, since the splitting of the Sm3+ ground-state multiplet was not
observed. We note that the absolute values of the magnetic susceptibility are rather small, of the
order of 10−3 erg/(Oe2 mol Sm3+). Consequently, our measurements appear to be extremely
sensitive to magnetic impurities and to the perturbation induced by small applied magnetic
fields. In both samples and for all fields, the experimental χDC is shifted upwards when
compared to the calculated χCEF,powder, being higher the differences between 10 and 100 Oe
than between 100 and 1000 Oe. Even so, the theoretical single ion susceptibility reproduces
extremely well the peculiar shape of the curves, and confirms that the non-Currie behaviour of
the van Vleck susceptibility is related to crystal field effects.

In order to demonstrate the effect, over χDC, of the increased population of excited CEF
levels as the temperature increases, the titanate is taken as example. We split term by term
the summations in Equation (4.3) and show explicitly some of them in Figure 4.9 as a function
of temperature. The panel (a) displays the allowed transitions for a field applied along the
local-z, or parallel ‖, axis (i.e. transitions for which 〈µz〉 6= 0). The component of the magnetic
susceptibility perpendicular to the local-z direction, which we denote by χ⊥, is given in Figure
4.9(b).

The view of the individual contributions emphasises the striking relative magnitude of the van
Vleck susceptibility associated with intermultiplet transitions (note, for example, the |0〉 → |5〉
along the local-z axis). Furthermore, because χ‖ is minimum where the χ⊥ is maximum, around
80 K, Figure 4.9 additionally offers the explanation for the upturn detected in the experimental
powder averaged χDC of the titanate.

To close this small discussion about the titanate sample, we compare our results with the
susceptibility measured by Singh et al. [93] and fitted by Malkin et al. [94]. In Figure 4.10 we
plot the data and calculation obtained here along with data obtained in Reference [93]. The
calculation performed in Reference [94] was reproduced by us using the crystal field parameters
of Table 4.2. In the work of Singh et al., the magnetic susceptibility was measured in a single
crystal sample and no special orientation of it with applied magnetic field is chosen (at least no
one is mentioned). There is some discrepancy between the measured values for both samples,
especially at low temperatures. That can be consequence, as we already noted, of the presence
of a small amount of magnetic impurities in our sample. Another reason can be simply that,
because of the compound strong anisotropy, the susceptibility reported in Singh et al. does not
correspond to a perfectly powder averaged χDC and, unlike the procedure followed by Malkin
et al., should not be modelled as such. This second hypothesis would, moreover, explain the
slightly better agreement between the experimental values at higher temperatures, when more
CEF levels are populated and the system, consequently, is more isotropic.

66



4.5 Magnetic susceptibility

 0

 0.0005

 0.001

 0.0015

 0.002

 0.0025

 0.003

 0  50  100  150  200  250  300

χ//

0〉→0〉
0〉→5〉
1〉→3〉
3〉→3〉
2〉→6〉

(a)

χ 
(e

rg
/O

e
2
 m

o
l 
S

m
3

+
)

 0

 0.0002

 0.0004

 0.0006

 0.0008

 0.001

 0.0012

 0.0014

 0  50  100  150  200  250  300

χ⊥

0〉→1〉
1〉→1〉
1〉→5〉
2〉→5〉

(b)

Temperature (K)

Figure 4.9: Powder susceptibility calculated for 154Sm2Ti2O7, separated in parallel (χ‖) and per-
pendicular (χ⊥) components. Each transition |n〉 → |m〉 represents one term in the summation
of Equation (4.3). Note that the transitions allowed for magnetic fields applied along the z
direction can only occur between levels of same symmetry (see Appendix A).

4.5.2 Magnetic interactions: Curie-Weiss fitting

Beyond the single ion suceptibility, we analyse χDC at low temperatures to obtain informations
about the interactions between the magnetic atoms 3. The inclusion of exchange interactions
into the Hamiltonian of a magnetic system causes a shift θCW in the point where the reciprocal
susceptibility intercepts the temperature axis [120]. This is modelled by the Curie-Weiss model

χex =
Nµ2

e f f

kB(T − θCW)
+ χvv, (4.5)

where χvV is the van Vleck susceptibility and µ2
e f f is the ground-state magnetic moment, or

effective moment, both already defined. The parameter θCW is the Curie-Weiss temperature.
This quantity, in theory, defines the development of long-range order in the system and is
proportional to the strength of the interactions between the magnetic atoms. In frustrated
magnets, nevertheless, θCW adquires a much more elusive character, since the value of θCW
seems to not correlate with the existence (or not) of phase transitions in the material and an
ultimate magnetically ordered ground-state [7]. The reason behind that is one of the main

3In the absence of strong dipolar interactions caused by large magnetic moments, the exchange interaction is the
dominant term in the Hamiltonian of pyrochlores [7].
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Figure 4.10: Powder susceptibility of 154Sm2Ti2O7 measured in an 1000 Oe magnetic field (blue
circles) and calculated in this work (blue line). The purple empty circles and lines show the
susceptibility measured in a single crystal by Singh et al. [93] and modelled in the work of
Malkin et al. [94]

motivations for the study of frustrated magnets: how far can go the competition between
interactions in order to suppress long-range order completely?

Equation (4.5) is fitted to the 1000 Oe susceptibility data. At temperatures T � E|±1〉/kB ∼
150 K, where E|±1〉 is the energy of the first excited CEF doublet in the stannate or titanate,
χvV ∼ 10−3 erg/(Oe2 mol Sm3+) is expected to be constant4. Similarly, it could be assumed
that, at low temperatures, µeff = 〈µ0

z〉, as given in Table 4.4. However, since the calculated χCEF

does not reproduce optimally the measured susceptibility, µeff and χvV, together with the θCW,
are kept as fitting parameters. Thus we open the possibility that both quantities acquire values
that depart from those calculated in Section 4.4.

154Sm2Ti2O7
154Sm2Sn2O7

Fitting inteval (K) [5, 30] [5, 20] [5, 30] [5, 20]

µeff (µB) 0.23(2) 0.24(3) 0.27(3) 0.29(4)
θCW (K) -0.26(4) -0.43(8) 0.11(6) -0.44(7)

χvV (×10−4) 10.10(2) 9.98(6) 11.81(4) 11.22(7)

Table 4.5: Parameters obtained from the fitting of Equation (4.5) to the 1000 Oe field susceptibility
data for titanate and stannate. The van Vleck χvV contribution to the susceptibility is given in
units of erg Oe−2 mol−1. The best fittings in the interval from 5 to 30 K are shown in Figure
4.11.

4The van Vleck susceptibility χvV was calculated for both compounds using Equation (4.3)
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Figure 4.11: Curie-Weiss fitting to the low temperature susceptibility of 154Sm2Ti2O7 (top) and
154Sm2Sn2O7 (bottom) . Data (blue filled circles) were collected in an 1000 Oe applied magnetic
field. The fit shown here (dark red line) is performed in the temperature interval [0, 30] K. The
blue line corresponds to the single ion inverse susceptibility, calculated using Equation (4.3) and
presented previously in the plots of Figure 4.8. In the insets, a zoomed in view of the intercept
of the curves with the temperature axis is shown.

The results of the Curie-Weiss fittings are gathered in Table 4.5. They were performed between
two different intervals for which only the ground-state would be significantly populated:
between 5 and 20 K and between 5 and 30 K5.The best fittings for the broader temperature

5This is done because, in line with what was mentioned before, the significance of the Curie-Weiss fitting results in
frustrated pyrochlores is arguable. Many times, it has been shown that θCW depends strongly on the temperature
fitting interval [121, 122].
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interval are shown in Figure 4.11. Overall, for both intervals the parameters are in agreement
with the titanate values reported by Singh et al. [93], and the stannate values reported by Bondah-
Jagalu et al. [99]. Nevertheless, the Curie-Weiss temperature of the stannate appears to be more
sensitive to the increase of the upper limit of the temperature fitting interval. Paradoxically,
θCW changes from 0.11(6) K, signalising effective ferromagnetism, to −0.44(7) K, signalising
predominantly antiferromagnetic interactions. In Bondah-Jagalu et al. [99], which performed the
fittings within the interval [5, 20] K, a higher, ferromagnetic θCW = 1.36(21) K is reported. In the
next Chapter, neutron diffraction results are going to demonstrate that the stannate effectively
develops a long-range antiferromagnetic order. Clearly, however, we cannot conclude which
interactions are predominant in those compounds considering only the Curie-Weiss fitting.

4.6 Quadrupolar and magnetoelastic coupling

The lattice normal vibrations distort slightly the crystalline electric field surrounding the
magnetic atom. The interaction between phonons and the electrons of the 4 f shell is known
as magnetoelastic coupling [123, 124]. Our interest in investigating a possible magnetoelastic
coupling in the Sm-based pyrochlores is to find an explanation to the unusual decrease of
the anisotropic displacement parameters of some atoms in the lattice with the increase in
temperature, as discussed in the end of Section 3.3.

The manifestations of the magnetoelastic coupling in the experimental neutron structure
factor are manyfold, and include the complete hybridisation of the CEF excitations and phonon
dispersions [124,125] as well as the formation of vibronic bound states [105,126,127]. A vibronic
bound state is a hybridised mode that shares similarities with single ion and phonon excitations.
In the presence of coupling, vibronic modes appear close to pure CEF states in the S(|Q|, ω).
The energy of the latter is nevertheless shifted, so that the mean energy of the CEF and vibronic
state, as well as their combined intensity, can be regarded as the original values of the crystal
field excitation in the absence of coupling [126, 128].

In the structure factor shown earlier in this Chapter, neither hybridisations or bound states
could be directly identified. On the other hand, phonons and CEF excitations appear at similar
energies, as the measured S(|Q|, ω) presented in Figures 4.2 and 4.4 demonstrate. Hence,
the foremost prerequisite for the occurrence of this interaction is satisfied by the Sm-based
pyrochlores. In what follows, we briefly discuss the possibility of existence of a magnetoelastic
coupling between the single ion excitations and the pyrochlore phonons.

The deformations around the 16d Wyckoff positions caused by lattice vibrations can be de-
scribed in first approximation by quadrupolar operators [128]. Those can be treated as operator
equivalents of the quadratic forms of the rare-earth point group (D3d), and are determined using
an ordinary character table [129]. It is easy to show that the relevant operators for pyrochlores,
grouped by symmetry, are

O1(A1) = 3J2
z − J(J + 1),

O2,3(E) = J2
x − J2

y, Jx Jy + Jy Jx, (4.6)
O4,5(E) = Jx Jz + Jz Jx, Jy Jz + Jz Jy,

where we intentionally keep the notation of Reference [114]. The selection rules for interactions
determine that quadrupolar coupling can only occur when the symmetry of the operator is
identical to the symmetry of the phonon mode [128]. Inspection of Table III of Reference [114]
indicates that pyrochlore optical phonon modes with energy similar to CEF excitations of
both stannate and titanate, and symmetry E, cross the Brillouin zone center at ∼ 14 meV and
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154Sm2Ti2O7

|±1〉 = 0.943
∣∣6H5/2,∓ 1

2

〉
∓ 0.131

∣∣6H5/2,± 5
2

〉
|±2〉 = −0.026

∣∣6H5/2,± 1
2

〉
± 0.072

∣∣6H5/2,∓ 1
2

〉
± 0.302

∣∣6H5/2,∓ 5
2

〉
+ 0.851

∣∣6H5/2,± 5
2

〉
154Sm2Sn2O7

|±1〉 = ±0.177
∣∣6H5/2,∓ 1

2

〉
+ 0.937

∣∣6H5/2,± 1
2

〉
± 0.168

∣∣6H5/2,∓ 5
2

〉
− 0.032

∣∣6H5/2,± 5
2

〉
|±2〉 = ∓0.122

∣∣6H5/2,± 1
2

〉
+ 0.014

∣∣6H5/2,∓ 1
2

〉
± 0.099

∣∣6H5/2,± 5
2

〉
+ 0.893

∣∣6H5/2,∓ 5
2

〉
Table 4.6: Eigenstates |±n〉 of the nth excited CEF levels. These functions are used in the
calculation of the quadrupolar matrix elements shown in Table 4.7.

∼ 28 meV. Even though Ruminy et al. [114] report first principles calculations of three other
pyrochlores, namely the spin ices Ho(Dy)2Ti2O7 and Tb2Ti2O7, the position of the phonon
branches will vary only slightly as a consequence of mass and lattice parameters differences
between the compounds reported here and there. The variations in zone centre phonon energies
with the change of rare-earth atoms can be observed in the earlier work of Vandenborre et
al. [115].

The modes at 14 and 28 meV correspond to the motion of the rare-earth with respect to the
oxygen cage (bending of the O48 f−Sm−O8b and O48 f−Sm−O48 f bonds and stretching of the
Sm−O8b bond) and, in the stannate, the highest energy mode has a strong contribution of
O48 f−Sn−O48 f stretching [115]. We arrive thus to an explanation about why the anomalous
anisotropic displacement parameters of different atoms are to a greater or lesser extent affected
by the magnetoelastic coupling. The temperature scale at which this anomalous behaviour is
observed also supports the occurrence of interaction, since, once the lowest energy CEF levels
are depopulated, the coupling breaks down and the ADP’s assume the more natural tendency
to increase with increasing temperatures.

In the dispersionless model, the Hamiltonian of the magnetoelastic interaction is given by
[124, 130]

Hmec = ∑
n

En(|n〉 〈n|) + h̄ω0 ∑
µ

(a†
µaµ + 1/2)− g0 ∑

µ

(aµ + a†
µ)Oµ, (4.7)

where |n〉 represents |+n〉 and |−n〉, the eigenstates of the nth excited CEF level. The aµ and a†
µ

are the annihilation and creator operators of a phonon with displacement µ and energy h̄ω0.
The parameter g0 is an empirical quantity giving the strength of the magnetoelastic interaction.
Once a vibronic state resulting from the coupling between a phonon and a CEF level is detected
in the spectra, g0 can be determined via a least-squares refinement in order to find the values
that diagonalise Hmec [126, 128].

As the value of g0 must be determined from experiment, and this is an information our
results did not deliver, we restrict ourselves to obtaining the absolute value squared of the
quadrupolar matrix elements, the other terms that affect the relative strength of coupling in
Equation (4.7). The procedure is to calculate |〈Oµ〉|2 for transitions from the ground-state to the
first or second excited-state (or vice-versa), i.e. | 〈+0|Oµ |+1(+2)〉 |2 = | 〈−0|Oµ |−1(−2)〉 |2
and | 〈+0|Oµ |−1(−2)〉 |2 = | 〈−0|Oµ |+1(+2)〉 |2. The only operators with matrix elements
different of zero are O4,5. We then use the wave functions of Table 4.6, together with those of
the ground-state given in Table 4.3, to find the values presented in Table 4.7.

The face values in Table 4.7 are meaningless without a ground for comparison between
154Sm2Ti2O7 and 154Sm2Sn2O7 and other members of the pyrochlore family. Fortunately, some
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154Sm2Ti2O7
154Sm2Sn2O7

| 〈+0|O4,5 |+1〉 |2 1.84 5.47
| 〈+0|O4,5 |−1〉 |2 5.35 2.06
| 〈+0|O4,5 |+2〉 |2 28.43 0.11
| 〈+0|O4,5 |−2〉 |2 6.90 15.79

Table 4.7: Finite matrix elements of the quadrupolar operators of Equation (4.6) for transitions
from the ground-state to the first and second excited doublets.

recent works shed light on the interaction between phononic and magnetic degrees of freedom
in those materials, especially after study conducted by Fennell et al. [105]. This group worked
intensively, firstly on first principle calculations of the phonon modes propagating over a large
extent of the Brillouin zone [114] and, later, on the influence of the magnetoelastic coupling on
the magnetic behaviour of some of the most well studied pyrochlores [105,106]. Reference [106],
in particular, studies the mechanisms of spin-flipping in the “hot spin ice”. Ruminy et al. [106]
also present the expected values of the quadrupolar operators for, inter alia, Ho2Ti2O7. The
|〈Oµ〉|2 calculated here are overall of the same order of magnitude than those of the spin ice.
More recently, Gaudet et al. [125] showed that a so far undetected vibronic bond state exists in
Ho3+ pyrochlores, demonstrating its presence close to a CEF level for which the ∑µ |〈Oµ〉|2 is
one order of magnitude higher than the values calculated for the Sm-based pyrochlores.

4.7 Comment on the possible octupolar coupling

Continuing our discussion about multipolar terms in the pyrochlore Hamiltonian, we com-
ment now on one particularity that 154Sm2Ti2O7 and 154Sm2Sn2O7 share with some of their
sister compounds. The ground-state of the easy-axis Kramers doublets that contain the terms∣∣2S+1LJ ,± 3

2

〉
,
∣∣2S+1LJ ,± 9

2

〉
and

∣∣2S+1LJ ,± 15
2

〉
have the special denomination of dipole-octupole

doublets [34, 113]. The reason is simple: those terms in the doublets are connected by an
octupolar operator. The relevant operator was shown in References [29, 34, 36] to be

τ = i(J3
+ + J3

−). (4.8)

Recently, octupolar coupling was invoked to explain exotic excitations measured in Nd2Zr2O7.
Nd2Zr2O7 is a light rare-earth pyrochlore, which develops an all-in-all-out order below TN =
285 mK [36] or TN ≈ 0.4 mK [122]. The ordered magnetic moment of (0.8± 0.05)µB/(1.26±
0.02)µB is strongly reduced from the expected 2.3µB/2.65µB calculated from the CEF analysis of
the References [36, 122].

The curious result provided by inelastic neutron scattering performed in Nd2Zr2O7 is that the
observed dynamics, manifested in the form of sharp spin waves, cannot be recovered using a
model Hamiltonian including only Ising interactions. Also curious is the flat band of excitations
that exhibit pinch-point patterns in reciprocal space [29, 110]. Unlike the classical spin ices,
though, the flat band is gapped from the elastic line, appearing at an energy of about 70 µeV [29].
Two different models were proposed to explain this strange spin dynamics in Nd2Zr2O7 [29,35],
both relying on the dipolar-octupolar nature of the Kramers doublet of the Nd3+ ion in the
pyrochlore lattice.

The agreement between the two models lies in the concept of fragmentation, which had its
classical version introduced by Brooks-Barlett et al. [131]. The theory results organically from
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the dumbbell model of spin ices. The magnetic moment density M in one tetrahedron can be
decomposed in two components as

M = Mm + Md = ∇ψ(r) +∇×Q, (4.9)

i.e., into a divergence-free density Md related to a dipolar field, and a divergence-full Mm
related to the emergent monopole density (see Section 1.4). When the compound obeys strictly
the ice rules (spin ice at very low temperatures), Mm = 0. The work of Brooks-Barlett et al.,
however, emphasises that the conversion of density between Md and Mm is gradual, and, in
the most general situation, magnetic “charge” can coexist with an emergent Coloumb phase,
which exhibits long-range order. Following this approach, it is inferred and later, proved, that
a structure of crystallised doubly charged monopoles, which satisfies the condition Md = 0
everywhere, corresponds to the all-in-all-out order. As the charge density M is shared between
the two contributions, the materials in their fractionalised state present all-in-all-out long-range
structure concomitantly with the most famous spin ice characteristic: the pinch-point pattern.

This theory suffered adaptations in order to describe the experimental findings on Nd2Zr2O7,
including transverse Hamiltonian terms determined by the octupole-octupole interaction [29,34]
or introduced as a natural consequence of the special symmetry of the doublet [34, 35]. Even
though it is outside of the scope of this work to compare or comment on theories, it is worth to
note that the XYZ model of Benton [35] seems to capture better the experimental details of the
Nd2Zr2O7 spectra.

4.8 Summary of the results presented in this chapter

This Chapter presented results of inelastic neutron scattering measurements conducted in
order to investigate the crystal electric field excitations present in Sm-based pyrochlores. The
aim of this analysis was to find the single ion, ground and excited-state wave functions that
closely describe macroscopic bulk quantities, such as static magnetic susceptibility and its
unusual non-linear van Vleck contribution.

An issue raised in Chapter 3, about why the ADP’s of the Rietveld refinements present an
unusual decrease with increasing temperature, is discussed. The answer to this question is
connected to the calculation of the first multipolar matrix elements relevant to pyrochlores. It
was shown that magnetoelastic interactions are likely to happen in those compounds, although
the definitive experimental evidence, which would be the measurement of a vibronic bounding
state, is left to future experiments.

Independently of the dipolar static magnetism, another conclusion from the CEF analyses
is that Sm-based pyrochlores belong to the class of materials that possess dipolar-octupolar
doublet ground-states [36, 95]. In addition to the dipolar matrix elements connecting the |±0〉
states, which would result in the ordered magnetic moment calculated using Equation (4.2),
the next most important contribution to the total magnetic moment results from the matrix
elements of the octupolar operator [36] connecting the states

∣∣6H3n/2,± 3n
2

〉
. An interesting

question to be addressed is whether the ground-state associated octupolar moments order or
remain dynamic at low temperatures. It is possible that the system undergoes an octupolar
ordering, as predicted by the XYZ model of Reference [34]. Similarly to the dipolar case, the
octupolar ordering gives rise to a symmetry breaking resulting in a phase transition in heat
capacity. Another possibility, already mentioned in Reference [95], is that octupolar-octupolar
coupling induces the magnetic moment fragmentation, in a similar fashion to the studied in
the pyrochlore Nd2Zr2O7 [29, 36]. Neutron diffraction probes directly only dipolar ordering,
while octupolar interactions can be indirectly inferred from the magnetic excitations present in
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the material [29, 36] (see also Subsection 1.3.2.1). Considering that fragmentation indeed occurs
in Sm-based pyrochlores, it would be interesting to find out whether it could be measured
with neutron scattering employing small quantities of powder samples. In the next chapter we
examine further this question.
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Chapter 5

Sm-based pyrochlores: magnetic long-range
order and ground-state dynamics

5.1 Overview and context

Chapter 4 ended with a question: can the Sm-based pyrochlores present fractionalised
excitations? The answer is obviously yes, since, in first analysis, Sm2Ti2O7 and Sm2Sn2O7
display the essential theoretical requirements for fragmentation. The present chapter will focus
on the search of experimental signatures that could prove this statement.

We have seen in Chapter 3 that 154Sm2Ti2O7 and 154Sm2Sn2O7 present sharp anomalies in their
low temperature heat capacities, at temperatures TTi

N = 350 mK and TSn
N = 440 mK, respectively.

Now, we perform neutron diffraction measurements at low temperatures to investigate if this
anomaly is indeed caused by a phase transition to a long-range ordered magnetic state. In
addition to the neutron data, more sensitive µSR measurements are employed in order to detect
spontaneous oscillations caused by very small magnetic moments, which would in principle be
unmeasurable using neutron scattering.

As the peculiar ground-state dynamics are one of the signatures of the fragmentation physics,
inelastic neutron scattering is also performed on the powder samples. Finally, we point out
some of the experimental difficulties related to those measurements and the interpretation of
the results.

5.2 Experimental details

Unpolarised neutron diffraction measurements were carried out at very low temperatures
at the instruments DNS at MLZ, and WISH at ISIS [85]. Only 154Sm2Ti2O7 was measured at
WISH. The powder was loaded in a copper cylinder can sealed in He atmosphere. Subkelvin
temperatures were achieved with help of an Oxford dilution insert placed in an Oxford cryostat.
Measurements were performed at 50 mK, 700 mK and 10 K for approximately 6 hours at each
temperature.

At DNS, diffraction data were collected for both 154Sm2Ti2O7 and 154Sm2Sn2O7 using a FRM
II standard cryogen-free dilution cryostat. The powders were loaded in an annular cooper
cylinder can and sealed in He atmosphere. To speed up the cooling process, ∼ 0.1 ml of
deuterated ethanol was added to the samples. This procedure was already used by us before
and resulted in the successful cooling of powders in the dilution temperature regime. For the
stannate, data were collected for 12 hours at 75 and 600 mK and for the titanate for at least 18
hours at 170 and 600 mK.

µSR data were recorded in the transverse field (TF) geometry at several temperatures using
the instrument HAL-9500 at PSI. Few grams of the isotopically enriched powder samples were
loaded, pressed and wrapped in a 10 µm thick silver foil, which was subsequently attached to a
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high purity silver plate with GE-varnish. The silver plate was connected to the cold-finger of a
dilution cryostat built exclusively for the instrument.

Inelastic neutron scattering experiments conducted on the stannate sample were performed
at the instrument OSIRIS, at ISIS, while backscattering data was collected for the titanate
at SPHERES, at MLZ. The sample mounting procedures were the same performed for the
measurements at DNS, as described above. The spectra were recorded upon cooling for several
hours at each temperature, until sufficiently good statistics could be achieved.

5.3 Long-range order

Figure 5.1(a) displays 154Sm2Ti2O7 data collected at the highest resolution detector bank of
WISH (average 2θ ∼ 152◦) at 700 mK. The diffraction pattern shown is interrupted around the
peaks belonging to either the sample can (Cu) or to the dilution insert (Al) Bragg peaks. Only
the momentum transfer range relevant to the observation of magnetism in Sm, based on the
f 2(Q) of Figure 4.1, is displayed.
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Figure 5.1: Diffraction patterns of the 154Sm2Ti2O7 sample measured at WISH. (a) Data collected
at a temperature of 700 mK is displayed. The regions containing Bragg peaks from the copper
sample can or from the cryostat aluminium are omitted. (b) Subtraction of data collected at
700 mK from data collected at 50 mK. The strongest differences in panel (b) correlate with the
intensity of the structural Bragg peaks shown in (a). The tick marks in (a) highlight the position
of structural reflections, while in (b) they mark the position of expected magnetic Bragg peaks
for a structure corresponding to the irreducible representation Γ3.

We remind the reader that, in the titanate, the anomaly in heat capacity takes place at
TTi

N = 350 mK (see Figure 3.4). In order to investigate the presence of magnetic ordering in
the sample below this temperature, the data collected at 700 mK was subtracted from data

76



5.3 Long-range order

measured at 50 mK. The resulting difference is shown in Figure 5.1(b). The relevant differences,
measured above the background level, appear all at structural Bragg peak positions. Moreover,
the intensity of the peaks in Figure 5.1(b) correlates strongly with the intensity of the nuclear
reflections in 5.1(a).

Initially, given the limited experimental time, we suspected that the actual sample temperature
had not reached the nominal 50 mK, which would be the cause behind the lack of magnetic
reflections in the pattern of Figure 5.1(b). The sample was then reloaded in a copper annular
cylinder and sealed in He atmosphere. At DNS, using unpolarised neutrons to maximise the
neutron flux at sample position, new diffraction patterns were collected at 170 mK and 600 mK.
Figure 5.2(a) shows the diffraction pattern measured above the phase transition temperature,
while Figure 5.2(b) shows the difference between low and high temperature diffraction patterns,
exactly as in Figure 5.1(b). The correlation between measured peak intensities in 5.2(a) and
5.2(b) is less obvious, since the weaker (220) and (331) reflections (red thicks) have a magnitude
comparable with the stronger (111) and (400) structural Bragg peaks. Even so, analogously to
the WISH data, the DNS measurement does not offer a clear-cut signal of sample magnetism.

In Mauws et al. [95], polarised and unpolarised neutron diffraction results suggested the
presence of an all-in-all-out long-range order in a single crystal sample of 154Sm2Ti2O7. In their
work, the intensity of the (220) Bragg reflection shows a drop at TTi

N upon warming from the
base temperature. The ordered magnetic moment reported in Reference [95] is of 0.44(7)µB,
which is in agreement with the ground-state magnetic moment calculated with their crystal
field analysis (see Table 4.4).

Comparing the nominal experimental conditions between our DNS data and the measure-
ments of Reference [95], it is possible that the temperature of 170 mK is not low enough for our
sample magnetisation to reach full saturation. Nevertheless, in the sample of Mauws et al., as far
as we can visually determine from the published data, the (220) peak intensity already reaches
∼ 90% of its maximum just below 200 mK. We believe that it is unlikely that the temperature of
our powder did not go across TTi

N in any of the two experiments at WISH and DNS. Given that,
again based on the (220) intensity data of Reference [95], the onset of the ordered phase is very
sharp, we expect that small temperature differences from TTi

N would produce visual effects on
the measured diffraction pattern.

Site X Y Z ma(µB) mb(µB) mc(µB)

1 1
2

1
2

1
2 0.14(1) 0.14(1) 0.14(1)

2 1
4

1
4

1
2 -0.14(1) -0.14(1) 0.14(1)

3 1
2

1
4

1
4 0.14(1) -0.14(1) -0.14(1)

4 1
4

1
2

1
4 -0.14(1) 0.14(1) -0.14(1)

Table 5.1: Magnetic moments obtained in the refinement of 154Sm2Sn2O7 data of Figure 5.2(d).
ma, mb and mc are the magnetic moment components along the global-x, y and z axis, respect-
ively.

As we have predicted, the study of one Sm-based pyrochlore would greatly support the
analysis performed on the other. The data obtained at DNS for the stannate sample at 600 mK
is shown in Figure 5.2(c), while the subtraction between low (75 mK) and high temperature is
shown in 5.2(d). Unlike the titanate, the diffraction pattern of 154Sm2Sn2O7 does display clear
Bragg peaks in the difference plot. Only two of them are observed within the DNS momentum
transfer window, corresponding to the also structural (220) and (311) positions. Representation
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Figure 5.2: Diffraction patterns of 154Sm2Ti2O7 (a) and 154Sm2Sn2O7 (c) measured at DNS. (a)
and (c): data collected at a temperature of 600 mK is displayed. (b) and (d): subtraction of low
and high temperature data, as indicated in the labels. The tick marks in (a) and (c) highlight
the position of structural reflections, while in (b) and (d) they mark the position of expected
magnetic Bragg peaks for a structure corresponding to the irreducible representation Γ3.

analysis performed in the Fd3̄m space group shows that the propagation vector k = 0 magnetic
structure which displays uniquely those reflections is the all-in-all-out arrangement, with
irreducible representation Γ3. The refined profile is shown along with the magnetic scattering
data in Figure 5.2(d). The refined magnetic moment, µre f = 0.25(2)µB, is in remarkable
agreement with the one predicted in the crystal field analysis, namely, 〈µ0

z〉 = 0.27µB. The
individual components of the magnetic moment along each one of the global crystallographic
axis is shown in Table 5.1, for one tetrahedron unit.
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5.4 µSR results

With the results for the stannate in hands, we return to the problem of the 154Sm2Ti2O7. The
unambiguous long-range order cannot be shown, but a maximum value of ordered magnetic
moment from WISH and DNS data, limited by background and noise level, can be definitely
estimated. We repeat the representation analysis carried out on the stannate and determine a
maximum µref ∼ 0.17µB from both datasets collected for the titanate. Those final fittings are
superposed to the measured patterns in Figures 5.1(b) and 5.2(b).

5.4 µSR results

The low temperature zero field µSR asymmetry of 154Sm2Ti2O7, collected at HAL-9500, are
shown in the top panel of Figure 5.3. In the ordered state, if the muon occupies only magnetic
equivalent sites subject to a local field Bloc, one expects to measure spontaneous oscillations
in the asymmetry in response to the perpendicular component of Bloc, or B⊥loc. Nevertheless,
the titanate asymmetry displays no oscillations, and even no temperature dependence in the
measured temperature range.

Before describing the model we used to extract quantitative information from the measured
asymmetry, the data recorded for 154Sm2Sn2O7 is shown in the bottom panel of Figure 5.3. The
temperature interval covered in the stannate experiment is relatively broader and the highest
temperature accessed was of 10 K, well above TSn

N = 440 mK. Similarly to the titanate, very few,
if any, temperature dependence can be perceived in A(t) uniquely from the plots.

In transverse field geometry, the muon depolarisation can be shown to obey the function [91]

A(t) = A(0) exp

(
−∆2t2

2γ2
µ

)
cos(ωµt), (5.1)

where ωµ = γµB⊥loc. The quantity ∆/γµ is the variance (rms width) of the internal field
distribution along the applied field. Equation (5.1) describes an oscillatory cosine function
involved in a gaussian envelope.

Generally speaking, three main hypothesis can be speculated as causes for the absence of
oscillations in the muon asymmetry when the material is in its long-range ordered phase.
The first is that B⊥loc = 0. In the all-in-all-out magnetic structure, the geometric centre of the
rare-earth tetrahedra is the single point where the local field is identically equal to zero [110].
As this position is expected to host an oxygen atom in ideal pyrochlore samples (i.e. most
sites should not be vacant), this hypothesis can be ruled out. The occupation, by the muon, of
many magnetically inequivalent sites is a second probable cause. That would result in a broad
internal field distribution, or conversely a broad ∆. Once, in Equation (5.1), ∆

γµ
� ωµ, a strong

depolarisation should be detected at early times [91], similarly to what happens in spin ice
systems [132]. However, no evidence suggesting a sharp asymmetry loss close to t = 0 is visible
in our muon data.

The third and last explanation, usually considered more plausible in frustrated pyrochlore
studies that report µSR results, is that the internal field is not necessarily static in the muon
resolved time window [133–138]. A fast fluctuation rate of B⊥loc may cause a strong damping of
the muon oscillations in the ordered state. When dynamics are involved, an approximation to
the asymmetry function is the Abragam formula [91]

A(t) = A(0) exp

{
− ∆2

γ2
µν2 [exp(−νt)− 1 + νt]

}
cos(ωµt), (5.2)
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Figure 5.3: Asymmetry A(t) measured at several temperatures for 154Sm2Ti2O7 (top) and
154Sm2Sn2O7 (bottom). For clarity, each next temperature was dislocated by steps of 0.1 in
asymmetry. The continuous lines are fittings of Equation (5.3) for a small residual applied
transverse field of ∼ 2 G. The fitting parameters are shown in Figure 5.4(a) and 5.4(b).

where ν is the local field fluctuation rate. We do not use explicitly Equation (5.2) here, but it is
useful for determining the shape of A(t) in the fast fluctuation limit, or motional narrowing limit.
If ν� ∆, Equation (5.2) reduces to

A(t) = A(0) exp

(
− ∆2

γ2
µν

t

)
cos(ωµt). (5.3)

For simplicity, we assume ∆2

γ2
µν

= λ, which is going to be called relaxation rate from now

on. Equation (5.3) was fitted to the experimental A(t), and the best fittings are shown as
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Figure 5.4: Initial asymmetry A(0) and relaxation rate λ obtained from the fitting of Equation
(5.3) to the data measured at several temperatures for (a)154Sm2Ti2O7 and (b)154Sm2Sn2O7. Note
that the horizontal axis of the panel (b) is in log scale, due to the broader temperature range at
which data were collected. The vertical dashed lines highlight the phase transition temperature
of both compounds.

continuous lines along with the data in Figure 5.3. We note that the argument of the cosine
function is necessarily different of zero, because the experiment was performed with a small
residual transverse field of ∼ 2 G. Despite being small, this field causes a slower recovery of the
asymmetry at longer times (> 7 µs).

In Figure 5.4, the temperature dependence of λ can be observed. As it could be anticipated
from Figure 5.3, no considerable variation in the relaxation is observed over the temperature
range measured for both samples. The initial asymmetry loss is stronger in the stannate, and
this is the first noticeable difference between the compounds. Moreover, the relaxation of
154Sm2Sn2O7 is also faster, as the higher values of λ in Figure 5.4(b) demonstrate. In Figure 5.5,
the asymmetry of both samples measured at the dilution base temperature is directly compared.

The initial asymmetry does not change considerably with temperature in 154Sm2Ti2O7. How-
ever, a weak drop in A(t) is detected upon warming in the stannate. Since the decrease is
stronger between 700 mK and 1.5 K, it is not clear that a relationship between relaxation and
phase transition at TSn

N indeed exists. A decrease in A(0) associated with an increase in λ signal-
ises an overall slowing down of the dynamics of the system [132, 139], and indicates that most
of the muon depolarisation is taking place outside the muon time resolved window. Therefore,
it is strange that the drop in A(0) is being detected upon an increase in the temperature, while
the most intuitive behaviour would be that the dynamics slow down when the temperature
decreases.

A final interesting feature in the measured A(t) is the fast initial asymmetry loss. To illustrate
that, we show in the inset of Figure 5.5 the measured early time relaxation along with the
fitting carried out using Equation (5.3). The drop in asymmetry indicates the presence of a
second, faster relaxation component at early times, a behaviour that, though contra-intuitive,
has been observed in systems shown to develop long-range order at a critical temperature
Tc [133, 134, 139]. However, the additional λ in those compounds becomes gradually more
important upon cooling, as the temperature reaches values closer to Tc, subsequently decreasing
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Figure 5.5: A(t) measured at base temperature (circles with error bars) and best fittings of
Equation (5.3) (continuous lines in the main plot, dashed lines in the inset) for 154Sm2Ti2O7 and
154Sm2Ti2O7. In the inset, the initial asymmetry loss is highlighted.

down to a plateau. The lack of temperature dependence in A(t) and the constant relaxation
rate measured above and below TN in both compounds is therefore intriguing.

A high enough applied transverse field (BT � 5∆/γµ [91]) transforms Equation (5.2) back
into (5.1) [140], which is independent of ν. That is a method to probe the internal field dis-
tribution ∆ along the direction of BT at the muon site. Transverse field measurements are
also useful to obtain information that can be related to the macroscopic sample properties. In
the paramagnetic state, under an applied BT, the muon spin will precess with a frequency
γµ(BT − B⊥loc). Consequently, a shift in the oscillation frequency, the so-called Knight shift, will
be detected [132]. This frequency shift is proportional to the field independent paramagnetic
susceptibility χ of the compound.

Initially, we performed transverse field measurements on 154Sm2Ti2O7 in order to measure a
possible Knight shift in the precession frequency of the muon. In Figure 5.6, we show the fast
Fourier transform of field data measured at two different temperatures. In the ω-space, both
the muon precession frequencies and the field distribution ∆ can be directly observed, since the
Fourier transform of Equation (5.1) is simply given by

A(t) = C exp

(
− (ω−ωµ)2

2∆2

)
, (5.4)

where C is a normalisation factor.
From Figure 5.6, it is clear that no frequency shift is measured. The muon spin frequency ωµ

is almost precisely equal to BT for temperatures above (600 mK) and below (15 mK) TTi
N . Under

fields equal to 5000 Oe and 20000 Oe, shown in the middle panels of Figure 5.6, some slight
difference between the two temperatures can be observed in the Fourier transform. However, as
those differences do not appear systematically for all the magnetic fields probed, either smaller
or higher, we disregard this as a significant result.

Also in Figure 5.6, the internal field distribution ∆ can be seen to increase with increasing
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Figure 5.6: Fast Fourier transform of the A(t) of 154Sm2Ti2O7 measured at 16 and 600 mK under
several applied magnetic fields.

magnetic field. Rather than being an intrinsic magnetic characteristic of the compound, this
effect is analogous to the powder line broadening observed in polycrystalline samples also in other
spin resonance techniques, as NMR [113, 141, 142]. Since the system is strongly anisotropic
and given the powder averaging of the Bloc relative to the external field, a measurement of the
intrinsic field distribution at the muon site is unaccessible.

As it is not clear how much the applied magnetic field disturbes the magnetic moments of the
Sm3+ ion, on the stannate sample, we studied the effects of smaller applied fields at the time
dependent asymmetry. The data for a BT = 10 Oe collected at several temperatures are shown
in Figure 5.7. As before, no temperature dependence in the oscillations induced by the external
field is observed.

Nothing is surprising when one refers to muon results in frustrated systems, especially
in pyrochlore magnets. A large body of work has presented muon results which can be
consistent [143–145] or inconsistent [132–139, 146–149] with other probes, as neutron scattering
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Figure 5.7: Stannate A(t) measured under an applied magnetic field BT = 10 Oe for several
temperatures above and below TSn

N .

or susceptibility measurements. All those studies have in common the application of µSR
techniques to probe the ground-state of pyrochlore magnets. Most of them are, as determined
by neutron diffraction, long-range ordered. Nevertheless, from all the works cited above,
only two systems shown to be ordered at low temperatures, Nd2Sn2O7 and Gd2Ti2O7, present
oscillations in the muon asymmetry spectra [134, 147]. It does not mean, however, that the
asymmetry is consistent with that expected for a conventional ordered system. In coexistence
with the spontaneous oscillations, References [134, 147] present an exponential relaxation,
believed to be caused by a non-vanishing dynamic component of the system of spins.

A possible explanation to this inconsistency is that µSR and neutron scattering probe different
time scales. In other words, what appears to be static to neutrons may be far too dynamic
in the muon time resolved window. That motivates the authors of References [147, 150] to
attribute the exponential relaxation occurring in the ordered state to the so-called persistent
spin dynamics. This conclusion points to the existence of a spin component that never orders
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down to the lowest measurable temperatures, the foremost indication that the systems are,
indeed, frustrated. In fact, the latter works performed on pyrochlore magnets hugely benefitted
from that conclusion, as most studies following Reference [147] find an exponential relaxation
attributed to persistent spin dynamics in the ground-states of those compounds.

In the work of Reference [95], a Gaussian, temperature dependent asymmetry decay and,
importantly, no oscillations, are measured in a 154Sm2Ti2O7 single crystal sample. It is necessary
then to address the contrasting behaviour, which is not rare in pyrochlore studies, between
our sample and theirs. For example, the pyrochlore titanate Yb2Ti2O7, the object of study of
the next chapters of this thesis, has presented qualitatively different µSR results for different
samples [139, 146]. However, this compound seems to present a sample dependence in most of
its magnetic properties, including a very sensitive heat capacity phase transition. In Chapter 3,
we showed that the phase transition of the sample of Reference [95] is almost identical to the
one in our sample, what is an indication that the quality of the samples is similar.

Other two explanations for our results cannot be completely ruled out. The most appeal-
ing one is that our experiment is flawed, i.e., that the muons are i. stopping in the sample
surroundings, like in the silver foil which covers the sample, for example, or ii. that both
samples did not cool down. In the former case, however, at very low temperatures, the expec-
ted relaxation would reflect a static, random field distribution, or a Kubo-Toyabe asymmetry
decay [89,92], what is absolutely different from what we observed. The other doubt, concerning
the temperature, can never be eliminated.

5.5 Inelastic neutron scattering results

We start this section presenting our trial to identify excitations in the 154Sm2Sn2O7 spectrum.
In Figure 5.8 three momentum transfer cuts performed on data collected at OSIRIS are displayed.
The sample was measured at three temperatures: one (25 mK) way below TSn

N = 450 mK,
another closer to the phase transition (400 mK) and one above (600 mK). The experimental
|Q|-range accessed in the experiments belongs to the interval [0.3, 1.8] Å

−1
, with an interruption

between [0.8, 1.0] Å
−1

due to some defective detectors. The observation of weak ground-state
dynamics, if existent, would be specially favoured in the stannate sample, due to the absence of
strong structural Bragg peaks in the momentum transfer window of OSIRIS [see for exemple
Figure 5.2(a) (bottom)].

Even so, the relevant information present in Figure 5.8 is the lack of temperature dependence
in the data of 154Sm2Sn2O7. This is emphasised by the simultaneous plot of the instrumental
resolution function of OSIRIS determined from vanadium calibration scans. Clearly, quasielastic
scattering or inelastic modes are absent in the spectra of the stannate for all the temperatures
observed. Elastic incoherent scattering concentrates basically all the spectral weight, except in
the high |Q| region, which contains the strong structural (400) Bragg peak.

Although the absence of excitations in the 25 mK spectrum of the stannate may not be surpris-
ing, one would expect to observe quasielastic scattering signalising paramagnetic fluctuations
above TSn

N . They should be apparent at 600 mK, just above the ordering temperature. Once
the long-range order is developed, the quasielastic spectral weight becomes elastic, signalising
a static ground-state in the time window probed by neutrons. The failure in detecting the
paramagnetic scattering brings about two possibilities: either the dynamics are too slow to be
detectable considering the instrumental resolution of∼ 25 µeV of OSIRIS (or even too slow to be
detectable, hypothetically, in the neutron dynamic range of the highest resolution spectrometer)
or too weak to carry enough spectral weight measurable with the current experimental statistics.

To try to overcome the resolution problem, we performed backscattering spectroscopy at the
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Figure 5.8: |Q|-cuts performed on the spectra of 154Sm2Sn2O7 measured at OSIRIS at 25, 400
and 600 mK. The momentum transfer intervals covered in each cut are indicated in the Figure
labels. The black dashed lines represent the resolution function estimated from vanadium scans.
No temperature dependence indicative of evolution in the inelastic pattern is observed.

instrument SPHERES, at MLZ [151]. Now the intrinsic instrumental resolution is of ∼ 0.6 µeV,
which allows us to identify dynamic processes in a ∆t = h̄/∆E = time scale. The instrument in
Garching offers the exact complimentary data to the experimental information obtained before,
with a dynamical range of ∼ 28 µeV, a bit larger than the OSIRIS elastic line width. In order to
obtain some insights about the spectra of the titanate sample, at SPHERES we collected data for
154Sm2Ti2O7.

The spectra, shown in Figure 5.9, are measured at four different temperatures. This time,
data were collected up to 3 K, so that the possibility of the system being already frozen at
temperatures T � TTi

N = 350 mK could be excluded. Unfortunately, the information given
by the backscattering experiment is not more than that obtained before. As Figure 5.9 shows,
fluctuations in the ground-state, as well as paramagnetic scattering above TTi

N = 350 mK, are
absent also in the titanate.

5.6 Summary of the results presented in this chapter

This is the last Chapter presenting results of the Sm-based pyrochlores. Its main objectives
were to probe the magnetic properties of 154Sm2Ti2O7 and 154Sm2Sn2O7 at very low temperat-
ures.

Based on heat capacity measurements shown in Chapter 3, neutron diffraction was employed
to ascertain the presence of magnetic long-range order in the ground-state of both samples.
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Figure 5.9: Top: data, grouped by detector, of 154Sm2Ti2O7 measured at SPHERES. The |Q|-
range comprised by each curve is indicated in the Figure labels. Data were collected at 83, 300,
600 mK and, finally, 3 K. Bottom: blown up view of the data of the top panels. Note that the
intensity axis is now in log scale. As for the stannate, no temperature dependence is observed in
the spectra. The width of the curves is verified to be strictly given by the resolution (0.65 µeV),
with a slight, instrumental asymmetry at the tails.

While one is clearly identified in the DNS elastic data of 154Sm2Sn2O7, in the titanate, if existent,
no order could not be accessed in our experiments at WISH and DNS.

As for the muon experiment, it is not clear whether it can definitely point to the existence of
either order or disorder in frustrated pyrochlores. Because we cannot assure that the powder
samples were, indeed, at the nominal mixing chamber temperatures, the absence of spontaneous
muon spin precession in our µSR studies, or even the measured asymmetry, cannot be used to
draw definitive conclusions.

The information obtained employing inelastic neutron scattering in the measurement of excit-
ations was shown to be strongly limited, especially considering the observation time necessary
to gather statistically significant information about the magnetic scattering. Nevertheless, the
trial by itself was definitely required: the presence of dynamic magnetic moment is the sine qua
non indication of the quantum spin ice behaviour.

If we were not fortunate to obtain this signature for the Sm-based pyrochlores, that is cer-
tainly not true for the compound presented next. The results of Chapters 6 and 7 represent a
considerable advance in the understanding of how, at least empirically, frustration may affect
the spin dynamics of the enigmatic Yb2Ti2O7.
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Chapter 6

The ground-sate of Yb2Ti2O7 I: magnetic
long-range order

6.1 Overview and context

Our work on the pyrochlore Yb2Ti2O7 was left to the end, and these last two chapters
will be dedicated to a complete analysis performed on a powder sample of this compound.
Ytterbium titanate was my first research topic, and the sample was not synthesised by me. The
study started unpretentious: the published work on the compound, although interesting, was
demonstrated to be of validity somewhat limited to the particular samples reported. Moreover,
the intrinsic physics displayed in the ground-states of pristine samples, as became clear after
some particular works [152, 153], including my own [79], is not, in the present moment, close to
be understood.

It is almost impossible to initiate this chapter without an overview of the Yb2Ti2O7 literature.
The history of the compound is long, and the first work (results of its infamous heat capacity
anomaly) was presented exactly 50 years ago by Blöte et al. [154]. Deeper investigations started
in the end of the last century and beginning of the 2000’s, following the discovery of the spin
ices. Unlike those on its famous sisters, the studies on ytterbium titanate did not report so
straightforwardly the nature of the phase transition measured decades before. The rest is history,
and the single general consensus seems to be that Yb2Ti2O7 is unique in its own way. It is the
purpose of the next chapters to show why.

The work on Yb2Ti2O7 is presented in the chronological order in which the experiments
where performed. For clarity, we separate the results in two: the static part in this chapter
and the dynamics in the next. The evidences are summed up in the end of Chapter 7, where a
complete discussion about the results takes place.

6.2 State of the science

Yb2Ti2O7 has attracted intense research in recent years [24,152,155,156] as a possible quantum
spin ice candidate [58]. The crystal field acting on the lowest energy 2F7/2 multiplet of the Yb3+

lifts the ground-state degeneracy of the rare-earth into four Kramers doublets. The 700 K gap
between the predominantly mJ = ±1/2 ground-sate and the first excited level [157, 158] is the
largest within the whole titanate family [22]. This property renders Yb2Ti2O7 a very robust
effective spin-1/2 system, particularly suited for theoretical investigations on the QSI physics
based on an anisotropic spin Hamiltonian model [24, 152, 153, 155].

Particularly noteworthy is the strong sample dependence of the magnetic behaviour of
Yb2Ti2O7 at low temperatures. One suggestion for the discrepant results presented by different
samples is the so-called stuffing, in this sense meaning that the Yb3+ ions expected to occupy
the A lattice site are randomly distributed on the B site, which in principle should host only
Ti4+ ions. This substitution was shown to occur on 2.3% of the B sites in the sample reported in
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the studies presented in References [159, 160], a rather small amount of site disorder that can
suppress a phase transition at Tc ∼ 280 mK [161].

Another, more recent, examples of sample dependent behaviour were reported by two works
performed on nominally stoichiometric powder samples [160, 162], which show distinct long-
range magnetic orders evolving at low temperatures. Reference [160] proposes an ice-like
splayed ferromagnetic ground-state, in which the magnetic moments are canted (14 ± 5)◦

from the cubic 〈100〉 axis, in a two-in-two-out arrangement. The neutron diffraction data of
Reference [162] seem to be consistent with the development of an all-in-all-out ferromagnetic
structure below Tc, considering that the representation analysis within the Fd3̄m structural
space group fails in reproducing the adopted magnetic structure.

In this chapter we present experiments carried out in order to characterise in detail a powder
sample of Yb2Ti2O7. Rietveld refinements performed on high-resolution neutron powder
diffraction data are used to determine precisely our sample stoichiometry. Heat capacity at
constant pressure displays a sharp phase transition at Tc = 280 mK. In addition to this anomaly,
a second, higher temperature broad hump is also observed centred at ∼ 2.5 K. Neutron
diffraction confirms the development of a quasicollinear ferromagnetic long-range order below
Tc with a strongly reduced ordered moment of the Yb3+ ions.

6.3 Experimental details

The powder sample was prepared by the group of M. R. Lees at the University of Warwick
using the standard solid state reaction method. Stoichiometric quantities of Yb2O3 and TiO2 ox-
ides were mixed, pressed into pellets and sintered at 1300 ◦C for several days with intermediate
grindings [163].

High resolution neutron powder diffraction was performed at the HRPT diffractometer at
the Paul Scherer Institute (PSI) [164], Switzerland, at 2 and 150 K. The powder was loaded in a
vanadium cylindrical sample can and cooled in a liquid He cryostat. A neutron wavelength of
1.155 Å was chosen in order to have an optimal combination of intensity and resolution.

The molar heat capacity at constant pressure (Cp) of our Yb2Ti2O7 powder was measured us-
ing our in-house Physical Property Measurement System (PPMS) from Quantum Design. After
the addenda measurement, a pressed powder sample was mounted on a dilution refrigerator
insert. The size and shape of the sample were chosen in order to optimize the thermal coupling
between sample and puck, which was maintained at more than 70% for all temperature points
measured above 100 mK.

Polarised and unpolarised neutron diffraction measurements were carried out at DNS. Ap-
proximately 6 g of powder were packed in an annular cylinder sample holder made with
oxygen-free copper and sealed in a He atmosphere. Measurements were taken in the temperat-
ure range from 100 mK up to 600 mK in a dilution insert installed in a top-loading CCR cryostat.
Particular attention was paid to the thermalisation of powders in the mK temperature regime.
Typical neutron polarisation rate at the chosen neutron wavelength (λ = 4.2 Å) is of about
96%. The standard procedures such as flipping-ratio correction and normalisation of detector
efficiency have been applied for data analysis. Additional diffraction data were also collected
at OSIRIS for approximately 2 hours. These data offer a considerably better (∆d/d ∼ 10−3)
resolution than our DNS data.
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6.4 Sample stoichiometry

Rietveld refinements were performed on the powder diffraction patterns collected at 2 and
150 K using FullProf [69]. The model employed in the refinement is presented in Table 6.1.
Initially, the perfect stoichiometric model, with α = 0, is considered, and the patterns were
fitted together in order to obtain the best set of instrument dependent parameters. After that,
lattice constants, 48 f oxygen free-position and isotropic displacement parameters (IDP) were
refined for each temperature separately. Given the oxygen environment surrounding the Yb3+

site, it is expected that the displacement parameters are actually anisotropic [6]. The results
obtained for the Sm-based pyrochlores in Chapter 3, however, support our assumption that
the displacement anisotropy at temperatures T < 100 K is negligible. Moreover, as the quality
of the fitting, in the present case, does not respond in a sensible way to the refinement of the
anisotropic displacement parameters, we opted to carry out the refinement of the IDP’s and
analyse their behaviour with the stuffing level as discussed in the text below. The calculated
patterns are plotted along with the measured ones in Figure 6.1. The refined set of parameters
are summarised in Tables 6.2 and 6.3.

Atom Site X Y Z Nominal
Occupancy

Yb 16d 0.5 0.5 0.5 1.0
Ti 16c 0 0 0 1.0-α
Yb 16c 0.5 0.5 0.5 α

O8b 8b 0.375 0.375 0.375 1.0-α/2
O48 f 48 f x 0.125 0.125 1.0

Table 6.1: Model used in the Rietveld refinement of Yb2Ti2O7. The parameter α denotes the
sample stuffing level.

Temperature (K) Lattice x Occupancy of Rwp

Parameter (Å) Yb3+ at 16c site

Stoichiometric model

2 10.01275(2) 0.33140(5) - 0.0671
150 10.02061(2) 0.33105(6) - 0.0787

1.5 (Yaouanc et al.) 10.0220(5) 0.332(1) - -
150 (Ross et al.) 10.01111(3) 0.33122(3) - 0.0414

Stuffed model

2 10.01273(2) 0.33126(5) 0.0009(1) 0.0670
150 10.02059(2) 0.33095(6) 0.0010(1) 0.0785

150 (Ross et al.) 10.01111(3) 0.33121(3) 0.002(1) 0.0415

Table 6.2: Refined lattice parameters and x coordinates for the stoichiometric and stuffed models.
For comparison, results from the sintered powder of Ross et al. [159] and Yaouanc et al. [162] are
shown.

As reported in several studies [6, 7, 165, 166] and noted in Chapter 3, pyrochlores are prone
to oxygen deficiencies, especially at the Wickoff 8b site. A safe estimate of oxygen vacancies
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Figure 6.1: High resolution neutron diffraction data (blue circles) and best refinement (black
lines) for data collected at (a) 150 K and (b) 2 K. The difference between the calculated and the
measured intensities is given by the orange line below each pattern.
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6.4 Sample stoichiometry

Ion IDP at 2 K (Å2) IDP at 150 K (Å2)

Stoichiometric Model

Yb 0.124(4) 0.347(5)
Ti 0.21(1) 0.31(1)

O8b 0.309(5) 0.396(6)
O48 f 0.21(1) 0.26(1)

Stuffed Model

Yb 0.147(4) 0.37(5)
Ti / Yb 0.12(2) 0.21(2)

O8b 0.267(6) 0.348(7)
O48 f 0.21(1) 0.26(1)

Table 6.3: Isotropic displacement parameters refined at 2 and 150 K for both models considered
in this work. The refined profiles are shown in Figure 6.1.

is possible because the reflection conditions for the pyrochlore structure allow the Rietveld
refinement of the oxygen content unambiguously: those Bragg peaks for which h + k + l = 4n
and that, additionally, do not match the conditions h, k, l = 4n or h, k, l = 4n + 2 [examples
are (220), (422), (620), etc.] contain scattering contributions exclusively from O2− ions. The
refinement of the occupancy of the 8b position supports a 0.6% reduced oxygen content in
our sample, without an overall change in the other parameters obtained for the stoichiometric
model, already shown in Tables 6.2 and 6.3.

Possible stuffing (α 6= 0) was also considered and a model with Yb3+ at the Ti4+ site was
refined. The fit parameters are displayed in Tables 6.2 and 6.3. Our results for the stuffed model
are compared with the results of Ross et al. [159] at 150 K. While refined separately for each
temperature, the α, which we call stuffing level, shows almost the same value given uncertainties.
The lattice parameter and x values also do not change significantly from one model to the other.
As already widely discussed in Reference [159], the thermal displacement parameters have
been shown to be sensitive, in particular at the 16c site, to stuffing.

In order to investigate the behaviour of the IDP’s quantitatively, we considered two different
scenarios. In the first, we fixed all the parameters obtained in the stoichiometric model. By
changing the stuffing level on the 16c Wyckoff position and the oxygen occupancy, which we
should modify in order to keep the charge neutrality of the material, we analysed the variation
in the fitting χ2. It can be seen in the main panel of Figure 6.2, in which the results of this
analysis are shown, that the minimum of the χ2 is located between 0 and 1%.

In the second scenario, we allow the IDP of the 16c site to vary freely while manually changing
the stuffing level and analysing the behaviour of the χ2. All the other parameters were kept
fix. The results are displayed in the inset of Figure 6.2, where it can be clearly seen that IDP
and stuffing level are inversely correlated parameters. This can be understood if we note that i.
the symmetry and reflection conditions for Yb and Ti sites are the same and ii. both thermal
displacement and ionic substitution may reduce, although with a different |Q| dependence,
the measured peak intensities. Consequently, the discrepancy between the fitted IDP values
presented in Table 6.3 for stuffed and stoichiometric models is in a great extent dependent
on the differences in scattering cross-sections of Yb (23.4 barns) and Ti (4.35 barns). As the
displacement parameters are constrained to the atomic site, it is natural that the calculated
IDP’s are smaller in the model in which one puts Yb in the place of the less scattering Ti. When
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Figure 6.2: Refinement χ2 plotted versus the stuffing level at 2 K. The minimum values of the
uncertainty parameter remain below 1% stuffing. The solid black line highlights the χ2 when
the 2.3% stuffing level is reached. The inset shows the IDP and χ2 versus the stuffing level
calculated using FullProf. There is a clear linear correlation between the parameters. As the
number of Yb3+ ions in the 16c site increases, the IDP value decreases, becoming negative for
2.3%.

the 2.3% stuffing level is reached, the fit values for IDP become negative, which is unphysical
for a quadratic parameter.

This analysis demonstrates the difficulties in discerning small stuffing from other general
disorder that may be present in a polycrystalline sample using only Rietveld refinement of
neutron diffraction data. Hence, given the refinement uncertainties and the minimum in the
error parameters, we can only establish an upper limit of 1% to the stuffing level of the Yb2Ti2O7
sample studied here.

6.5 Phase transition

Figure 6.3 shows the sharp heat capacity anomaly exhibited in our sample at Tc = 280 mK.
The literature reporting on Yb2Ti2O7 demonstrates that the temperature and amplitude of the
λ-shaped peak are strongly sample dependent. For those single crystals in which an sharp
anomaly is observed [152, 156, 161], the critical temperature ranges from 160 to 270 mK. For
powders, this spread is smaller and temperatures from 210 mK [154] to the 280 mK, measured
in our sample, are reported.

Additionally in Figure 6.3, the behaviour of the low temperature anomaly under small
applied magnetic fields is shown. These measurements were performed with the objective to
find evidences about the nature of both transition and compound’s ground-state. The peak
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Figure 6.3: Heat capacity anomaly of Yb2Ti2O7 powder under zero and several small applied
magnetic fields. The arrows highlight the position of the sharp anomaly related to each field,
excepting for the grey arrow pointing upwards, which marks the position of the broad anomaly,
∼ 2.5 K.

sharpness presents a strong field dependence and its position shifts to higher temperatures as
the field increases. The changes in the anomaly shape seem to indicate that the low temperature
phase transition would be fully suppressed by the application of a critical magnetic field, as
other recent studies on Yb2Ti2O7 also suggest [152,167]. The field applied heat capacity anomaly
was the first indication obtained in this work of the ferromagnetic nature of our powder sample’s
ground-state.

The Cp in Figure 6.3 also displays a second, broader hump centred at 2.5 K (gray arrow).
Unlike the λ-shaped anomaly, this peak shows little, if any, field dependence. Indeed, if the
sharp anomaly is not reproducible in different samples, the same does not apply to the broad
one. This is recognised to be an almost universal feature in Yb2Ti2O7 [166, 168], regardless the
presence or not of a phase transition at low temperatures. In the next chapter, the onset of the
broad anomaly hump below 10 K will be shown to correlate strongly with the appearance and
development of a continuum of excitations in the spectra of the compound.

6.6 Magnetic structure

A measurement of the spin-flipping ratio f of the scattered neutrons in the vicinity of the
critical temperature is plotted along with the measured heat capacity in Figure 6.4. This quantity
is defined as

f =
N↑ − N↑bkg

N↓ − N↓bkg
, (6.1)

where N↑ and N↓ are the counts in the non-spin-flip and spin-flip channels, respectively, and
the index bkg indicates background counts. The f of our sample was measured at the position
of the (111) structural (and magnetic) reflection using the highest count-rate channel, in this
case the x.
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Figure 6.4: The flipping ratio measured at the (111) Bragg position (blue). The line is a guide
to the eye. The zero field phase transition in heat capacity (black) is plotted for immediate
comparison between depolarisation and phase transition temperatures.

A drop in the flipping ratio immediately allows one to correlate the heat capacity anomaly
with a change in the magnetic structure of the sample. The beam depolarisation suggests
the development of ferromagnetic domains below Tc. To conclusively prove that hypothesis,
diffraction data were collected using unpolarised neutrons also at DNS. As expected, magnetic
Bragg peaks corresponding to a propagation vector k = 0 structure are observed below the
phase transition temperature. In Figure 6.5(a)-(c), the changes in the intensities of the (111),
(222) and (400) Brillouin zone centres around Tc are shown. This is a clear evidence that the
phase transition does correspond to a spontaneous symmetry breaking, in disagreement with
what has been reported for other powder samples [160, 169, 170].

The diffraction pattern obtained by subtracting the DNS data measured at 300 mK from the
data measured at 100 mK is displayed in Figure 6.6(a). The representation analysis performed
in this work was described in Chapter 2 and is analogous to that of Gaudet et al. [160]. The
irreducible representation better describing the structure is the Γ(3)

9 . We point out a crucial
difference between our data from that of Reference [160]: our result does not allow us to affirm
that the canting angle relative to the 〈100〉 cubic axis is different of zero to within error (±1◦).
The (200) and (220) magnetic Bragg peaks, which are apparent in the case of the structure being
an ice-like splayed ferromagnet, i.e., having an antiferromagnetic component, are not visible
in our data, which indicates that our Yb2Ti2O7 sample develops a quasicollinear ferromagnetic
structure below the phase transition. The refined magnetic moment along each one of the
crystallographic axis within one tetrahedron unit is presented in Table 6.4. The total value of
0.87(2)µB is in agreement with that reported in [160], but strongly reduced from the ≈ 1.8µB
expected from high field magnetisation measurements [163]. No evidence supporting the
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Figure 6.5: Changes in the intensity of the (111), (222) and (400) reflections around Tc, measured
at DNS. The full profile difference is shown in Figure 6.6(a).

Site X Y Z ma(µB) mb(µB) mc(µB)

1 1
2

1
2

1
2 0.00(2) 0.00(2) 0.87(1)

2 1
4

1
4

1
2 -0.00(2) -0.00(2) 0.87(1)

3 1
2

1
4

1
4 -0.00(2) 0.00(2) 0.87(1)

4 1
4

1
2

1
4 0.00(2) -0.00(2) 0.87(1)

Table 6.4: Magnetic moments obtained in the refinement shown in Figure 6.6(a). ma, mb and mc

are the magnetic moment components along the global-x, y and z axis, respectively.

structure observed by Yaounanc et al. [162] is found, particularly the strong (220) magnetic
Bragg peak reported at their sample ground-state.

In Figure 6.6(b), the difference between the high resolution diffraction data collected at 50
and 300 mK at OSIRIS is displayed. No refinement was performed on these data, but the results
are fully consistent with those obtained from the unpolarised neutron diffraction data collected
at DNS. The average peak width (FWHM) in the measured |Q|-range, obtained by the fitting
of a Lorentzian line shape to the reflections in the profile, is of about 0.008 Å−1. This would
correspond to a magnetic order with a correlation length of at least 780 Å, a number that sets
down the long-range character of the ferromagnetic order of Yb2Ti2O7.

Sample dependence clearly complicates the overall understanding of Yb2Ti2O7 ground-state.
Once believed to not order down to the lowest temperatures [169, 171], for many years the
sharp anomaly displayed in Yb2Ti2O7 heat capacity could not be attributed to any spontaneous
symmetry breaking taking place in the material. Until recently, only the single crystal of
References [156, 172] was shown to display the magnetic Bragg peaks of a ferromagnet below
Tc. In the work of Yasui et al., a simple collinear structure with ordered moment of (1.1± 0.1)µB
is reported.

Later work on powders established the long-range ordered nature ground-sate, even though
the magnetic structure is still disputed, as pointed out above. The powder of Reference [160]
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Figure 6.6: (a) Difference between the DNS unpolarised neutron diffraction data collected at 130
and 300 mK (blue circles with error bars), interpreted as pure magnetic scattering, along with
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by red arrows. (b) Difference between the OSIRIS diffraction data obtained at 50 and 300 mK.
The Lorentzian fits (black line) are used to estimate a minimum correlation length of 780 Å to
the ground-state ferromagnetic order.
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displays a very sharp phase transition in Cp at T = 260 mK. Neutron diffraction measurements
show that the Bragg (111) intensity in their sample is approximately constant while warming
from 100 mK to ∼350 mK. Reference [162] does not report detailed temperature dependence
of the measured intensities, but it is supposed that it is only below the phase transition that
the sample develops the all-in-all-out ferromagnetic order. Recent work [167] on single crystal
reports results in close resemblance to ours. Notwithstanding being performed using the
intensities of only three Bragg peaks, the magnetic structure refinement also supports that
Yb2Ti2O7 is a canted two-in-two-out ferromagnet with ordered moment of 0.90(3)µB and a
canting angle of 8(6)◦.

6.7 Summary of the results presented in this chapter

This chapter presented an introductory analysis of the magnetic frustration manifested in the
pyrochlore Yb2Ti2O7. Along with an introduction detailing the problematics surrounding the
science published before our work, we added new results which are going to guide us through
the interpretation of the spectra shown and analised in Chapter 7.

The precise characterisation of the sample was demonstrated to be an important requisite in
works reporting on the magnetic properties of Yb2Ti2O7, especially because the reproducibility
of those results is strongly dependent on the sample stoichiometry and crystallinity. The
Rietveld refinements are, therefore, presented at first in this chapter and form the basis which
this work was built on.

The heat capacity measurements, performed before any neutron scattering experiment,
provide possibly the strongest evidence of the ferromagnetic nature of the compound’s ground-
state. The neutron beam depolarisation detected in our diffraction experiment definitely
establishes that conclusion, which contradicts the literature reporting that, in Yb2Ti2O7, no
long-range order is developed below the sharp phase transition at Tc = 280 mK. The difference
pattern obtained from the subtraction of data collected above and below Tc is used to estimate
an ordered magnetic moment of 0.87(2)µB, a value close to the reported in previous works.
However, the structure and the possible canting angle relative to the crystallographic 〈100〉 and
equivalent axis still presents some variability between samples.
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Chapter 7

The ground-state of Yb2Ti2O7 II: magnetic
excitations

7.1 Overview and context

Not only the static ground-state of ytterbium titanate produces inconsistent results depending
on the sample analysed. Controversies also exist in the reported spin dynamics of the material
at low temperatures. Linear spin wave theory could successfully reproduce the high field
propagating spin waves detected at temperatures below Tc [24, 152]. On the other hand, to
date, the predicted gapped magnetic excitations in zero field, consequence of the exchange
anisotropy in the Hamiltonian, have not been confirmed experimentally. The reported spin
dynamics displays little or no change while increasing the temperature from 50 mK to at least
2 K in both single crystal and powder samples [160, 173].

The applicability of linear spin wave theory is possibly limited by the quantum fluctuations
exhibited by the compound at low fields. The mechanism giving rise to these fluctuations
is still debated. It has been suggested that the proximity of Yb2Ti2O7 to a phase boundary
between two competing magnetic ground-states is a possible cause for the dynamical character
of the ground-state [31, 59]. Reference [59] proposes that an order-by-disorder mechanism may
drive the system to a XY Ψ2/Ψ3 magnetic phase before it eventually adopts an energetically
favourable splayed ferromagnetic state, in a double phase transition process. Indeed, a new set
of exchange parameters place the compound very close to the boundary between the Ψ3 and
the splayed ferromagnetic phases in a calculated semiclassical phase diagram [reproduced in
Figure 1.7(d)]. The proximity to a critical point would in principle explain the sensitivity of
Yb2Ti2O7 to weak disorder, as is the case in stuffed samples.

In this chapter, we present the high resolution neutron spectroscopy measurements carried
out in order to investigate the dynamics exhibited deep in the ordered state of ytterbium titanate.
The work shown here is complimentary to data analysed in Chapter 6. Our results, the most
accurate to date displaying the intrinsic magnetic behaviour of Yb2Ti2O7 at low temperatures,
reveal the multitude of excitations that can be observed yet in powder samples. Finally, we
comment, taking into consideration not only the experimental evidences provided by our work,
but also that taken from a vast literature, how the true ground-state of this pyrochlore most
likely looks like.

7.2 Experimental details

The results of the next sections were obtained in the course of two beam times carried out at
ISIS. High resolution inelastic neutron scattering was performed at the backscattering inverted
geometry time-of-flight spectrometer OSIRIS with a fixed neutron final energy E f = 1.845 meV
selected by a pyrolytic graphite PG(002) analyser. For this experiment, 2 g of the same sample
used in the other experiments performed on Yb2Ti2O7 were loaded in a copper annular can and
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sealed in He atmosphere. One day before the first measurement at base temperature, the sample
was mounted in a Kelvinox Oxford Instruments dilution insert and cooled down to 50 mK. Data
were collected upon warming for at least 12 hours at different temperatures in several runs of
approximately two hours each. After individual checks, datasets of the same temperature were
combined. The mean energy resolution provided by OSIRIS, as high as 25 µeV, can be seen to
not change considerably within the experimental dynamic range from -0.2 to 1.2 meV [88].

7.3 Inelastic neutron scattering results

The contour plots in Figure 7.1 display the response of the measured spectra to the changes
in temperature. At 10 K [panel (a)], nothing more than a typical paramagnetic behaviour is
exhibited. At 2.5 K [panel (b)], the appearance of weak quasielastic scattering at low |Q| signals
the development of dynamical ferromagnetic correlations in the sample. Concomitantly, as will
be clearly shown later, a weak diffuse continuum of scattering forms at energy transfers higher
than 0.4 meV. Down to 500 mK [panel (c)], both features become stronger and at 50 mK, an
energy gap opens at the low momentum transfer region, showing clear features in the spectra
at temperatures below Tc.

In Figures 7.2 and 7.3, some representative cuts made along the energy axis are shown.
To model the observed line shapes, we note that the measured neutron scattering intensity
I(|Q|, ω) is proportional to the dynamic structure factor S(|Q|, ω)1. According to the fluctuation-
dissipation theorem, S(|Q|, ω) can be obtained assuming a, here, damped harmonic oscillator
model for the imaginary part of the generalised magnetic susceptibility χα,β(|Q|, ω) [60, 73].
The following equation for the paramagnetic scattering is then obtained:

I(h̄ω) =
A
π

h̄ω

1− exp(−βh̄ω)

ΓQ

(h̄ω)2 + Γ2
Q

, (7.1)

where ΓQ is the half width of the quasielastic component, h̄ω is the neutron energy transfer,
β = (kBT)−1, and T is the sample temperature. The inelastic (gapped) excitations were fitted
with a standard Lorentzian convolved with the instrumental resolution function determined
from the vanadium scans.

The evolution of the ferromagnetic correlations, manifested as quasielastic scattering at low
|Q|, can be seen in Figure 7.2(a)-(c), which displays cuts binned in the range |Q| = [0.3, 0.6] Å

−1

for different temperatures above Tc. The line shape is broad (green shaded area for all the
plots) and its tails extend over a wide energy range. At lower temperatures, this component
narrows and displays an increase in magnitude around zero energy transfer, signalling overall
slower spin dynamics. At 500 mK [Figure 7.2(c)], closer to the phase transition temperature,
this contribution is sharp and asymmetrically broadened at the base of the elastic line, as the
detailed balance theorem establishes [61]. Quantitatively, those behaviours are captured in the
fitting parameters A and ΓQ of Equation (7.1), which are shown as a function of temperature in
Figure 7.4.

In Figure 7.3(a)-(c), cuts of the spectrum measured at 50 mK binned in the ranges |Q| =
[0.3, 0.6] Å

−1
, |Q| = [0.9, 1.2] Å−1 and |Q| = [1.5, 1.8] Å−1, respectively, are shown. The gapped

sharp excitation feature, clearly observed for |Q| < 0.6 Å−1 in the contour plot of Figure 7.1(d),
can be seen in all three cuts at h̄ω ∼ 0.17 meV. This flat-band-like excitation mode seems slightly
dispersive, and its intensity is stronger at the magnetic zone centre regions around (000) and
(111). Despite being outside the measured momentum transfer range, the tail of the dispersions

1See Section 2.2.3 in Chapter 2, where the powder-averaged |Q| was replaced by Q.
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°	   °	  

°	   °	  

Figure 7.1: Inelastic neutron scattering spectra measured at OSIRIS at (a) 10 K, (b) 2.5 K,
(c) 500 mK and (d) 50 mK. A nominal experimental interval of |Q| = [0.2, 1.8] Å−1 is accessed
at h̄ω = 0. For our purposes, however, scattering from the lowest momentum transfer detectors
is avoided in the analysis.

stemming from the (311) and (222) positions are also present in the contour plots and cuts of
Figure 7.3. Its intrinsic width is estimated to be around 70 µeV based on the fitting shown in
Figure 7.3(a). Furthermore, in Figure 7.3(b)-(c), an additional resolution limited sharp excitation
is visible at h̄ω ∼ 0.1 meV, with the strongest intensity observed near the (111) Bragg position.

Despite the long-range magnetic order and the gapped magnetic excitation modes evident
at both 0.17 and 0.1 meV at 50 mK, a broad quasielastic scattering component extending up
to at least 1 meV is observed to persist in the whole measured momentum transfer range.
This behaviour was reported, in single crystal samples, to manifest in the form of rods of
scattering along the 〈111〉 reciprocal lattice directions [156, 171, 173, 174]. In Reference [174],
the scattering intensity in the rods grows on approaching Tc and, at 30 mK, shows reduced
spectral weight (which the authors of that work call depletion) below 0.2 meV in comparison
with 500 mK data. In Reference [173], the spectral weight of the rods is little affected when
the temperature is increased up to 850 mK. In our case, even though no information about
directions in reciprocal space can be obtained, the strong shift of the quasielastic contribution to
positive energies ultimately causes the suppression of the scattering magnitude at the energy
gap region, explaining thus the depletion observed in Reference [174].
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Figure 7.2: Cuts along the energy axis binned in the interval |Q| = [0.3, 0.6] Å−1 for (a) 10 K,
(b) 2.5 K and (c) 500 mK. The red lines show the sum of all the fitted components (see main
text) to the measured curves (black points with error bars). The black dashed line is the
estimated contribution of the elastic incoherent scattering to the profiles. The green shaded area
corresponds to the fitted quasielastic scattering according to Equation (7.1).
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Figure 7.3: Three different cuts performed on 50 mK data for (a) |Q| = [0.3, 0.6] Å−1, (b)
|Q| = [0.9, 1.2] Å−1 and (c) |Q| = [1.5, 1.8] Å−1. Note that the (111) Bragg peak is contained
in the |Q|-range of panel (b) and that it causes the observed broadening of the elastic line. In
addition to the estimated quasielastic scattering (green), two sharp magnetic excitations (orange
and red dashed areas, respectively) at h̄ω = 0.10 meV (FWHM = 25 µeV) and at h̄ω = 0.17 meV
(FWHM = 70 µeV) and estimated inelastic continuum (blue dashed area) contribute to the
observed line shape.
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Figure 7.4: Temperature evolution of the two fitting parameters ΓQ and A for temperatures
measured above Tc. The solid lines are guides to the eye.

A third characteristic feature of the magnetic excitations spectra of Yb2Ti2O7 is the continuum-
like inelastic scattering component around 0.6 meV. In Figure 7.5, where we plot the temperature
dependence of the intensity of a |Q|-cut integrated over a broad momentum transfer range, the
scattering spectral weight within the continuum region of the spectra can be seen to increase
steadily relative to 10 K. At 2.5 K the intensity at the tail of the elastic line is approximately
constant up to the maximum ∼ 0.6 meV (purple arrow in Figure 7.5), after which it starts to
decrease. Upon further cooling, this component sharpens to form at 50 mK the prominent peak
in the |Q| > 0.9 Å−1 region, already displayed in the panels of Figure 7.3.

In Figure 7.6, an energy cut integrated over h̄ω = [0.4, 0.8] meV is plotted as a function of
momentum transfer. The integrated intensity at 10 K was subtracted from the data at each
temperature shown and the result was then divided by the magnetic form-factor of the Yb3+

ions. This excitation appears approximately featureless at 5 and 2.5 K , with a slightly increased
magnitude for the latter temperature. At 500 mK, a maximum in the dispersion arises ∼ 0.9
Å−1, which is accompanied at 50 mK by another maximum taking place ∼ 1.4 Å−1. Apart from
this subtle change at higher |Q| and unlike the lower energy sharp excitations, the continuum
seems to be little affected by the phase transition to the magnetic ordered phase.

All the reports of gapped magnetic excitations in Yb2Ti2O7 contain solely data collected
in applied magnetic fields [24, 152]. In single crystals, regardless of sample stoichiometry
issues, the field induced order displays clear sharp spin wave branches, which are modelled
using linear spin wave theory. Robert et al. [173] further constrains the parameter space using
Monte Carlo and spin dynamics simulations in order to reproduce some of the diffuse elastic
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Figure 7.5: Broad |Q|-cut corresponding to the integrated intensity over the interval |Q| =
[0.6, 1.4] Å

−1
. The purple arrow highlights the position of the maximum of the Yb2Ti2O7

continuum at 50 mK.

scattering features appearing in zero applied magnetic field. We use the software SPINW [43]
and the sets of exchange parameters determined in References [24, 173] and, more recently, in
Reference [152], to calculate the powder-averaged, resolution convolved magnetic excitations
expected to emerge in zero field below Tc. The results are shown in Figure 7.7. Since the model
of Ross et al. [24] was already discussed for powders in Reference [160], we do not reproduce
the respective contour plot here. For a quick comparison, the parameters, in local and global
coordinates (see Section 1.3.2 in Chapter 1), reported in these three works are given in Table 7.1.

Despite the successful reproducibility of the high field regime of the magnetic excitation
spectra, the fitted exchange parameters do not give an accurate account of the excitations
measured in our sample. The closest resemblance is seen at low |Q|, where a strong dispersive
gapped mode is predicted to be visible in the powder spectra. However, the branch observed in
our experiment is almost flat and the measured gap of 0.17 meV appears overestimated in all
models, but closer to the calculation based on the exchange parameters of Thompson et al. No
sharp excitation mode ∼ 0.1 meV can be reproduced in the spin wave calculations based on
the exchange parameters of Table 7.1, as demonstrated by the cuts performed in the calculated
spectra displayed in Figure 7.7(c). Given that this mode, of energy of around 1 K, is clearly
absent above Tc, we conclude that its emergence can only be associated with the ground-state
magnetic order.

Even thought the four distinct calculated spin wave modes are expected to be discernible at
higher momentum transfers for an instrumental resolution of 25 µeV [see Figure 7.7(c)], the
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Figure 7.6: Energy binned in the range h̄ω = [0.4, 0.8] meV displaying the |Q| dependence of
the continuum. The dispersion is double-peaked at 0.9 and 1.4 Å−1. The red line is a guide to
the eye.

continuum at higher energies may tentatively be interpreted as a result of the superposition
caused by powder-averaging of the excitation branches. A similar observation in single crystals,
however, weakens this hypothesis [152, 173]. We interpret this excitation as a strong evidence
that above the sharp phase transition temperature this compound is not in a conventional
paramagnetic state up to at least 2.5 K. In fact, the temperature evolution of the continuum may
well be related to the broad hump in heat capacity shown in the Figure 6.3 of Chapter 6. The
broad anomaly has an onset at 10 K and a maximum around 2.5 K, temperature below which
the heat capacity experiences a smooth decrease down to the sharp phase transition at Tc.

Recently, an alternative explanation to the continuum of scattering emerging in the Yb2Ti2O7
ground-state was suggested. Analyses of the predicted spin waves calculated based on data
of terahertz spectroscopy [175] and inelastic neutron scattering [152] suggest that at low and
zero magnetic fields the single and multiple-magnon branches in the compound may overlap.
This provides a decay route for the one-magnon excitation and, consequently, suppresses the
development of conventional spin waves in the ordered phase. This effect, which has been
invoked in a broader context lately [176], is known as quasiparticle breakdown, and it is usually
reported in low-dimensional quantum spin systems [177, 178]. We point out, however, that
the continuum observed here displays significant spectral weight already at 2.5 K ∼ 10Tc,
much above the effective formation of single-magnon modes and, consequently, above the
temperature at which magnon decays can occur.

Lastly, we comment on the striking similarities of the low temperature behaviour observed
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Figure 7.7: Resolution convolved (25 µeV) expected spin wave spectra calculated using the
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along the energy axes in the same |Q|-ranges shown in Figure 7.3, including now the model
of Reference [24]. The yellow and red lines mark the position of the two sharp excitations
measured in our sample.
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in the isomorphous compound Yb2Sn2O7 and the one presented in our Yb2Ti2O7 sample. The
heat capacity of Yb2Sn2O7 displays a sharp anomaly at Tc = 0.15 K followed by a broad
hump ∼ 2 K [137]. In the stannate, the neutron diffraction supports the development of
an ice-like splayed ferromagnetic structure below Tc with an ordered moment of 1.05(2)µB.
Nevertheless, µSR measurements show evidence of persistent spin dynamics in the compound’s
ground-state [137]. Inelastic neutron scattering measurements performed on a different powder
sample confirm this scenario. As it can be seen in the contour plots of Reference [179], the
inelastic continuum is prominent already at 3 K and evolves down to 50 mK, showing weak
dispersion and stronger intensity at |Q| = 0.9 Å−1. No gapped modes are reported in Reference
[179], something that may be a consequence of insufficient instrumental energy resolution
(0.1 meV in their experiment). These works show strong evidence that Yb2Sn2O7 may mimic
the behaviour reported here for Yb2Ti2O7, in spite of the chemical pressure arising from the
different occupation of the B site.

7.4 Final remarks

Generically, below a phase transition, the quasielastic scattering is expected to split its
spectral weight into elastic (static) contribution and inelastic dynamical scattering in form of
coherent spin wave modes. Instead, we observe that at 50 mK inelastic excitations coexist
with a quasielastic contribution, which signals that spin fluctuations remain important in the
compound’s ground-state. From these observations, several important questions arise and we
discuss some of them below, one by one:

i. Are the fluctuations caused by poor thermalisation of the sample at low temperatures? That is
always possible, especially if we consider that the thermalisation in powders is inherently
poor. However, evidences in our data show that this an improbable possibility. First, the
neutron scattering spectra show clear temperature dependence. Second, the diffraction data
collected just after the inelastic scattering measurements above and below the phase transition
temperature at OSIRIS (see Figure 6.6(b) in Chapter 6) display the Bragg peaks of a long-range
ferromagnetic order. In other words, if some small amount of sample remains at temperatures
above Tc, it is unlikely that it would be the single cause for the significant fluctuating component
we observe to persist in Yb2Ti2O7 down to 50 mK.

ii. Are the fluctuations caused by sample inhomogeneities? Arguing against this suggestion, it
should be enough to say that the sample displays the phase transition and develops long-range
ferromagnetic order, which has been shown to be suppressed in non-stoichiometric samples.
We also point out that all the inelastic neutron scattering data for Yb2Ti2O7 samples reported
to date have shown dynamics in the zero applied magnetic field ground-state. So, to suggest
that the fluctuations are due to sample inhomogeneities would be equivalent to saying that
all the samples of Yb2Ti2O7 are affected by disorder and do not show the real behaviour of the
compound.

iii. Are the fluctuations caused by an intrinsic dynamical ground-state surviving in the long-range
ordered regime? This possibility is the most promising and, given the large body of work showing
the eccentricities of the magnetism displayed by Yb2Ti2O7, it is natural to link our results with
the models developed for the QSI. Indeed, the ground-state excitations we observe are exotic,
but a key experimental fact places the compound away from the theoretical QSI phases: the
ground-state static long-range ferromagnetic structure not (totally) disrupted by quantum
fluctuations (see, for example, the discussions in Reference [180] and the recent reviews in
References [58, 181]). A good qualitative description of our observations seems to be achieved
when we compare our experimental results with those predicted by the gMFT theory developed
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in Reference [57]. The so-called Coulombic Ferromagnet (CFM) phase, whose elementary
excitations are an inelastic continuum of spinons, instead of conventional spin waves, displays
magnetic order and supports the existence of a gapless photon mode. The settling of Yb2Ti2O7
in a CFM phase would, however, require a drastic revision of the Jα reported for the material,
since the exchange parameters pertinent to Yb2Ti2O7 seem to place the compound far away
from this new state of matter.

If Yb2Ti2O7 is a real QSI, more investigations on the spin liquid phase above Tc may provide
important evidence. Possible monopole dynamics at temperatures ∼ 1.5 K were recently
reported [182, 183]. Furthermore, the broad anomaly in heat capacity, which we associate here
with the inelastic continuum developing at low temperatures, seems to configure an important
turning point in the magnetic dynamics of the compound without any obvious consequences in
the elastic scattering. We stress that more work, both theoretical and experimental, preferably
carried out on well characterised single crystals, is necessary to clarify the blurred physical
picture that was built for Yb2Ti2O7 throughout the years.

7.5 Summary of the results presented in this chapter

In this final chapter, we complement our diffraction data, presented in Chapter 6, with
high resolution inelastic neutron scattering measurements. Powder spherical averaging hides
information about directions in reciprocal space, which would be fundamental in order to
perform a robust quantitative analysis on the Yb2Ti2O7 spectra. Nevertheless, we show that
sharp excitation modes clearly exist and that they loosely correspond to what is predicted from
high magnetic field data. No other sample of Yb2Ti2O7, powder or single crystal, has been
reported so far to display gapped magnetic excitations in the long-range ordered state, even
though these are expected given the strong exchange anisotropy of the Hamiltonian.

In the ferromagnetic phase, importantly, spin fluctuations translated into a persistent
quasielastic scattering are still present down to at least 50 mK. At temperatures well above
Tc a broad continuum of excitations develops upon cooling. It is difficult to say whether this
pyrochlore can be placed in one of the many exotic phases that are theoretically expected to be
present in frustrated magnets. We believe that our measurements reveal important information
on the ground-state of Yb2Ti2O7 and pave the way for a better understanding of the nature of
this frustrated magnet.
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Chapter 8

Conclusions and outlook

This chapter summarises the main information contained in this PhD thesis.
The theoretical literature surrounding the research on the exchange Hamiltonian of pyro-

chlores can be impressively unclear from the experimental, and practical, point of view. One of
the tasks performed in Chapter 1 was to “translate” some concepts that can be rather elusive
and abstract using simpler definitions, accessible in textbooks of Quantum Mechanics. This was
meant to facilitate my own understanding of the physics exhibited by those compounds, and
also to guide me through the evaluation of what, in those theories, and within the context of the
frustrated pyrochlores research, in fact sound.

It is impossible to talk about frustration in pyrochlores without mentioning the physics and
the concepts developed for spin ices. As stated in the introductory chapter, spin ices represent
the genesis of the research on pyrochlore magnets, even if the low temperature magnetism of
the compounds presented here do not resemble that presented in Dy2Ti2O7 and Ho2Ti2O7. It is
also based on them that the research on the quantum spin ice candidates reached the levels of
one of the most promising in condensed matter physics.

The technique of choice of this thesis, although I have used many, is neutron scattering. In
Chapter 2 its theory was examined in detail. This chapter also included schematic representa-
tions of the instruments where I had the opportunity to measure my samples’ properties. The
account is certainly incomplete, for neutron scattering instrumentation is content for a full PhD
thesis. The necessary information for the interpretation of the data collected and presented in
the following chapters was, however, contained there. The µSR technique, which is developed
in detail in Chapter 5, was introduced just after the neutron instrumental section.

The main results part started in Chapter 3 with the basic characterisation performed on the
Sm-based pyrochlores 154Sm2Ti2O7 and 154Sm2Sn2O7. Rietveld refinements were used to probe
the stoichiometry of our samples. The heat capacity data measured at very low temperatures
display a sharp anomaly associated with a phase transition taking place at TTi

N = 350 mK and
TSn

N = 440 mK. It was then shown that most of the magnetic entropy associated with the
ground-state Kramers doublet of the Sm3+ is recovered with this phase transition. Whereas
some small difference from the estimated asymptotic R ln(2) is verified in Figure 3.5, hardly
any significance can be attributed to it, given the complete disregard of other contributions,
beyond electronic magnetism, to the heat capacity below 10 K.

The crystal field scheme of the Sm3+ ion in the pyrochlore lattice is solved in Chapter 4.
Those analyses were performed not only in order to estimate the dipolar magnetic moment of
our samples, which would be the most directly accessible quantity using neutron scattering
techniques, but also the relative weight that multipolar moments have in the ground-state
wave function. Only after those estimations, possible quadrupolar coupling with phonons and
octupolar-octupolar interactions in the exchange Hamiltonian can be quantitatively accessed.

Eventually, magnetoelastic interactions are indeed possible in 154Sm2Ti2O7 and 154Sm2Sn2O7.
We believe that the anomalous behaviour of the anisotropic displacement parameters of the
powder samples is an evidence pointing towards a coupling between magnetic and structural
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Chapter 8 Conclusions and outlook

degrees of freedom, which would be slightly stronger in the stannate than in the titanate. The
highest matrix elements presented in Table 4.7 are those that connect the transitions from the
ground-state to the second excited CEF state, with a small preponderance of the magnitudes
calculated for the titanate. The final answer about the effective strength of a possible coupling
is then left to the determination of the magnitude of g0, which is ∼ 0.04 for Ho2Ti2O7 [125].

The low temperature investigations on the Sm-based pyrochlores were treated in Chapter 5.
There, the first neutron data set collected for the samples, measured on 154Sm2Ti2O7 at WISH,
was shown. Due to the very small effective magnetic moment of the samarium ion, by that
time it was unclear whether some magnetism could be effectively detected in the Sm-based
pyrochlores by means of neutron diffraction. Nevertheless, based on the strong phase transition
in heat capacity, it was decided that an investigation with neutrons at low temperatures was
necessary. The experiment with the titanate was repeated at DNS, but no clear sign of long-range
order could be identified. On the stannate, on the other hand, magnetic Bragg peaks could be
clearly measured. The magnitude of the ordered moment was estimated to be µre f = 0.25(2)µB,
very close to the 〈µ0

z〉 = 0.27µB calculated in the crystal field analysis.
Our µSR results do not reveal any novelty about the magnetism in the ground-state of

154Sm2Ti2O7 and 154Sm2Sn2O7. Some of the possible reasons for that were explored already in
Chapter 5. Now, as this is also an outlook section, we mention the last thing to be examined:
the influence of the probe on the object being studied. Rarely this effect has been considered
in the literature. Nevertheless, it should be expected that a fast particle like a muon would
leave behind a raster of defects as it runs through the crystallographic lattice. Reference [184]
demonstrates that the muon changes significantly the local symmetry of the rare-earth ion,
which alters the CEF scheme and lifts the degeneracy of the rare-earth doublet ground-state.
The atom studied was Pr3+, which is a non-Kramers ion and therefore has the ground-state
degeneracy not protected from perturbations that do not break time reversal symmetry. In the
fashion conceived in Reference [184], therefore, the ground-state of the Sm-based pyrochlores
would be unaffected by the muon. Nevertheless, the transformations induced into a system
with a less robust ground-state, or even when the time reversal symmetry is broken below TN,
could be apparent in the measured A(t). How? That is an interesting question we leave for
further works.

It is difficult to indicate one single cause for the vast emptiness in the Sm-based pyrochlores
neutron spectra. If we consider that the moments remain dynamic in the muon time window
for all temperatures, as our results in Section 5.4 seem to suggest, hardly these dynamics would
not be detected by neutrons. At this point, it is difficult to not be somehow negative about the
last results of the Sm-based pyrochlores presented in this work. Seemingly, at least with the
amount of (powder) sample available, or even in the current neutron sources, an experiment to
detect the tiny fluctuating magnetic moment of samarium in the pyrochlore lattice is unfeasible.
We have thus encountered intrinsic limitations of neutron scattering as a technique. This work,
which is far from being complete, serves as encouragement to the development of neutron
scattering instruments, beamlines and sources capable to offer solutions to those fundamental
problems presented generically by frustrated magnets.

In Chapter 6, we switched our focus to another compound. Yb2Ti2O7 is well known for
the strong sample dependence of its magnetic ground-state. The first thing to be analysed is
the possibility of a long-range ordered magnetic phase to be emerging below the sharp phase
transition anomaly at Tc = 280 mK. As a response to the sample ferromagnetism, the DNS
neutron beam shows a strong depolarisation taking place already above Tc. Magnetic Bragg
peaks confirm a structure with an ordered moment of µ = 0.87(2)µB. As the resolution of
the DNS data does not allow us to affirm that the order in Yb2Ti2O7 is truly long-range, we
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performed diffraction measurements also at OSIRIS, and endorsed the long-range character of
the ferromagnetism in ytterbium titanate.

High resolution neutron spectroscopy displayed the evolution, upon cooling, of the magnetic
correlations in the system. From about 2.5 K, the onset of ferromagnetic correlations is suggested
by a broad quasielastic scattering prominent at low |Q|. Additionally, an inelastic continuum of
scattering develops at energy transfers around 0.6 meV. These features exhibit progressively
stronger magnitude when the temperature is decreased down to 500 mK. At 50 mK, an energy
gap of 0.17 meV opens to form a flat mode in the spectra. An additional sharp feature is visible
at 0.1 meV. The significant amount of quasielastic scattering at this temperature once again
shows that, despite the long-range order, the magnetic moment of the Yb3+ fluctuates down
to temperatures as low as 50 mK. Using three different sets of exchange parameters, reported
in [24], [152] and [173], we calculated the powder averaged spectra of the spin wave excitations
expected to emerge in the ground-state and performed a qualitative comparison between the
predictions and our experimental results in Yb2Ti2O7.

Clearly, no theoretical account captured the main features of the compound’s spectra. Since
the publication of our results [79], some attempts have been made to understand better the
role of neglected terms in the exchange Hamiltonian. Particularly, how the extension of linear
spin wave theory to include magnon interactions would explain the coexistence of long-range
order and continuum of excitations. In the context of the quasiparticle breakdown invoked
in Reference [152], the two or three-magnon coupling may be the immediate cause for the
appearance of the ytterbium titanate continuum. A recent preprint by Rau et al. [38] presents
non-linear spin wave theory calculations and directly compares the results with our zero field
data and also those from Reference [152]. The conclusion is that, at least in low fields, the
renormalisation of the one-magnon spectrum cannot capture quantitatively many aspects of the
experimental spectra. What the theoretical works performed recently on ytterbium titanate are
unanimous in reaffirming, however, is the proximity of the pyrochlore with a phase boundary
between two different long-range ordered states. It is still to be explained, thus, how this affects
the magnetic excitations of the material.
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Appendix A

Symmetry analysis of the D3d (3̄m) point group

In Chapters 1 and 4, we made indirect use of group theoretical results in order to deduce the
splitting scheme of each J multiplet caused by crystal electric field effects. This appendix details
shortly these calculations.

The number of times ns that a given irreducible representation Γs is contained into a reducible
representation is given by

ns =
1
h ∑

P
χs(P)χω(P), (A.1)

where P is any symmetry operation belonging to the D3d point group and h = 24 is its order
(number of symmetry operations). The character table for the double group of D3d is reproduced
in Table A.1. The notation is chosen to follow that of Reference [185].

The parameter χs(P) in Equation (A.1) is the character (trace) of the irreducible representation
γs, while γω(P) is the character of the classes of D3d. Those values can be calculated algebraically
[13] and are given here in Table A.2.

With Tables A.1 and A.2 in hands, we can calculate ns, i.e., we can determine the number of
levels in which each of the J multiplets will split once the point symmetry of the magnetic atom

E Ē 2C3 2C̄3 3C′2 3C̄′2 I Ī 2S6 2S̄6 3σd 3σ̄d

Γ+
1 1 1 1 1 1 1 1 1 1 1 1 1

Γ+
2 1 1 1 1 -1 -1 1 1 1 1 -1 -1

Γ+
3 2 2 -1 -1 0 0 2 2 -1 -1 0 0

Γ−1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1
Γ−2 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1
Γ−3 2 2 -1 -1 0 0 -2 -2 1 1 0 0
Γ+

4 2 -2 1 -1 0 0 2 -2 1 -1 0 0
Γ+

5 1 -1 -1 1 i -i 1 -1 -1 1 i -i
Γ+

6 1 -1 -1 1 -i i 1 -1 -1 1 -i i
Γ−4 2 -2 1 -1 0 0 -2 2 -1 1 0 0
Γ−5 1 -1 -1 1 i -i -1 1 1 -1 -i i
Γ−6 1 -1 -1 1 -i i -1 1 1 -1 i -i

Table A.1: Character table for the double group of D3d.
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J E C3 C2 I S6 σ

5/2 6 0 0 ±6 0 0
7/2 8 1 0 ±8 ±1 0
9/2 10 -1 0 ±10 ∓1 0

Table A.2: Characters of the classes of D3d contained in the reducible representations of the full
rotation group.

is D3d. Explicitly, for J = 5
2 ,

ns(Γ+
4 ) =

1
24

[(2× 6) + (−2×−6) + (2× 6) + (−2×−6) = 6× 4] =
12× 4

24
= 2,

ns(Γ+
5 ) =

1
24

[(1× 6)− (1×−6) + (1× 6)− (1×−6)] =
6× 4

24
= 1, (A.2)

ns(Γ+
6 ) =

1
24

[(1× 6)− (1×−6) + (1× 6)− (1×−6)] =
6× 4

24
= 1,

The ns for the other irreducible representations is trivially zero. It can be seen from (A.2) that the
J = 5

2 multiplet splits into three levels: two with an irreducible representation Γ+
4 and one with

symmetry Γ+
5 + Γ+

6 (also referred as Γ5,6 [23, 110]). After the analyses carried out in Chapter
4, we conclude that the ground-state doublet has the Γ+

5 + Γ+
6 symmetry and the two excited

doublets have the Γ+
4 symmetry. Physically speaking, Γ+

5 + Γ+
6 doublets have the pyrochlore

Ising anisotropy, while Γ+
4 states have a XY character.
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Appendix B

Matrix elements of the magnetic moment
operator

In this appendix, we define all the matrix elements necessary to perform the analysis presen-
ted in Chapter 4. The magnetic moment operator is

µα = −(gLLα + gSSα)µB, (B.1)

where gL = 1 and gS ≈ 2 are the g-factors of the orbital and spin angular momentum, respect-
ively. In the presence of spin-orbit coupling, L and S may not be good quantum numbers, but J
is. If we want to represent the magnetic moment operator as

µα = µBgJ Jα, (B.2)

which is appropriate only when transitions occur within a J multiplet, one identifies

gJ =
3
2
+

S(S + 1)− L(L + 1)
2J(J + 1)

, (B.3)

a term referred as Landè g-factor. It is useful to split the the magnetic moment operator (B.2) into
three ortogonal components µx, µy, µz, where µx = 1

2 µBgJ(J+ + J−) and µy = − i
2 µBgJ(J+− J−)

and µz = µBgJ Jz. The J+ and J− are called ladder operators, and have matrix elements

〈S, L, J, mJ ± 1| J± |S, L, J, mJ〉 =
√

J(J + 1)−mJ(mJ ± 1), (B.4)

while
〈S, L, J, mJ | Jz |S, L, J, mJ〉 = mJ . (B.5)

Note that the expected values 〈J〉 vanish when transitions occur between levels with different
total angular momentum quantum numbers J [72], i.e.〈

J′, m′J
∣∣ J |J, mJ〉 = δJ,J′ (B.6)

As considerable part of our work deals with intermultiplet transitions, more generic relations to
the matrix elements of the magnetic moment operator (B.1) have to be defined. The derivation
of the 〈µ〉 when J′ 6= J involves Racah algebra [12], and is not reproduced here. Instead, we
limit ourselves to the dipole approximation, within which only transitions for J′ = J ± 1 are
allowed, and state below, without proof:

〈S, L, J, mJ | Lz + 2Sz |S, L, J − 1, mJ〉 = (J2 −m2
J )

1
2 〈S, L, J||Λ||S, L, J − 1〉, (B.7)

and

〈S, L, J, mJ | Lx + 2Sx |S, L, J − 1, mJ ± 1〉 = ±1
2
[J(J + 1)−mJ(mJ ± 1)]

1
2 〈S, L, J||Λ||S, L, J − 1〉,

(B.8)
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where the double matrix element

〈S, L, J||Λ||S, L, J − 1〉 =
[
(S + L + J + 1)(S + L− J + 1)(J + L− S)(J − L + S)

4J2(2J + 1)(2J − 1)

] 1
2

. (B.9)

The matrix element of the component of the magnetic moment projected along y can be deduced
from the component along x using

〈S, L, J, mJ | Ly + 2Sy |S, L, J − 1, mJ ± 1〉 = ∓i 〈S, L, J, mJ | Lx + 2Sx |S, L, J − 1, mJ ± 1〉 . (B.10)
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Appendix C

Matrix representations of the symmetry
operations for axial vectors

The way that each symmetry operation acts on the components of a pseudovector can be
represented by 3× 3 matrices. Those which are relevant in the determination of the exchange
Hamiltonian presented in Chapter 1 are given below. The nomenclature of the symmetry
operations follow the Schoenflies notation, according to Appendix A.

C[111]
3 =

0 0 1
1 0 0
0 1 0

 , (C.1)

Sx
4 =

1 0 0
0 0 −1
0 1 0

 , (C.2)

Sy
4 =

 0 0 1
0 1 0
−1 0 0

 , (C.3)

Sz
4 =

0 −1 0
1 0 0
0 0 1

 , (C.4)

Cx
2 =

1 0 0
0 −1 0
0 0 −1

 , (C.5)

σ[011] =

−1 0 0
0 0 1
0 1 0

 . (C.6)
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Appendix D

Local coordinate system

The matrices below are used in the transformation of the coordinate system from local to
global (or vice-versa). They can be found by stacking side-by-side the coordinates of the local
x, y, z axis and transposing the resulting matrix. As the transformation is unitary, RT

α Rα =
RαRT

α = 1.

R0 =
1√
6

−2 1 1
0 −

√
3
√

3√
2
√

2
√

2

 , (D.1)

R1 =
1√
6

−2 −1 −1
0

√
3 −

√
3√

2 −
√

2 −
√

2

 , (D.2)

R2 =
1√
6

 2 1 −1
0 −

√
3 −

√
3

−
√

2
√

2 −
√

2

 , (D.3)

R3 =
1√
6

 2 −1 1
0

√
3
√

3
−
√

2 −
√

2
√

2

 . (D.4)

With the coordinates transformation, some complex coefficients appear in the linearised form
of the Hamiltonian [see Equation (1.22)]. Those terms are presented in a matricial form as
follows:

ζ = −γ∗


0 −1 eiπ/3 e−iπ/3

−1 0 e−iπ/3 eiπ/3

eiπ/3 e−iπ/3 0 −1
e−iπ/3 eiπ/3 −1 0

 . (D.5)
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Appendix E

Refined profiles of 154Sm2Sn2O7
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Figure E.1: Data for the 154Sm2Sn2O7 sample collected in the intermediate resolution detector
bank of HRPD, or bank 2. Measurements were performed at 5 K, 20 K, 100 K and 300 K, as
indicated in the figures labels. The colour code follows the specified in the caption of Figure 3.1.
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Figure E.2: Data for the 154Sm2Sn2O7 sample collected in the low resolution, low momentum
transfer detector bank of HRPD, or bank 3. Measurements were performed at 5 K, 20 K, 100 K
and 300 K, as indicated in the figures labels. The colour code follows the specified in the caption
of Figure 3.1.
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Appendix F

Refined profiles of 154Sm2Ti2O7
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Figure F.1: Data for the 154Sm2Ti2O7 sample collected in bank 2. Measurements were performed
at 5 K, 20 K, 100 K and 300 K, as indicated in the figures labels. The colour code follows the
specified in the caption of Figure 3.2.
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Figure F.2: Data for the 154Sm2Ti2O7 sample collected in bank 3. Measurements were performed
at 5 K, 20 K, 100 K and 300 K, as indicated in the figures labels. The colour code follows the
specified in the caption of Figure 3.2.
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