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and original manner possible.

— Richard P. Feynman





A B S T R A C T

A brief outline of experimental lattice dynamics related to thermal transport
in solids introduces this thesis. The introduction is followed by three chapters
dedicated to structure and lattice dynamics of bulk and nanostructured
bismuth telluride, a chapter on lattice instabilities observed in bulk EuTiO3
around room temperature, and a chapter on the development of a resonant
ultrasound spectrometer for small samples.

First, the lattice dynamics in bulk Bi2Te3 and Sb2Te3 were investigated by
nuclear inelastic scattering, diffraction of high energy synchrotron radiation
and calorimetry. In combination with earlier inelastic neutron scattering data,
the element specific density of phonon states was extracted not only for Te
and Sb but also for Bi. The Bi-Te bonding in Bi2Te3 is fundamentally different
than the Sb-Te bonding in Sb2Te3. It appears that the Te specific density of
phonon states is mostly unaffected upon substitution of Sb with Bi. Phonon
polarization analysis was conducted in a Bi2Te3 single crystal. The observed
low lattice thermal conductivity in bulk Bi2Te3 and Sb2Te3 results essentially
from the small acoustic cut off energy.

Second, the lattice dynamics in elemental modulated Sb2Te3 films were
studied by nuclear inelastic scattering and diffraction of high energy syn-
chrotron radiation. These studies reveal that the main features in the Sb
specific density of phonon states arise from the layered structure. The ex-
tracted average speed of sound is practically the same as in bulk Sb2Te3. The
impact of the acoustic cut off energy is further highlighted.

Third, the phonon confinement in a Bi2Te3 nanowire array was studied by
nuclear inelastic scattering, diffraction of high energy synchrotron radiation,
scanning as well as transmission electron microscopy. For the first time the
element specific density of phonon states was measured on nanowires in
two perpendicular orientations. The much lower than in bulk average speed
of sound measured in 56 nm diameter nanowires is directly related to the
confined dimensions. The related 50 % decrease in macroscopic thermal
conductivity is in line with macroscopic measurements on similar nanowires.

Fourth, a detailed structural and lattice dynamical investigations of the
bulk cubic perovskite EuTiO3 revealed a lattice instability close to room
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temperature. The low temperature phase is associated with anharmonic
europium displacement and has a significant impact in the lattice dynamics.

Last, a resonant ultrasound spectrometer for measurements on small sam-
ples and thin films was developed. Successful measurements versus tempera-
ture of the elastic constants were carried out with sub-percentage accuracy on
oriented single crystals smaller than 1 mm3.
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R É S U M É

Une brève description des aspects expérimentaux de la dynamique de réseau
liée au transport thermique dans les solides introduit cette thèse. L’introduction
est suivie de trois chapitres dédiés à la structure et la dynamique de réseau
dans le tellurure de bismuth sous forme bulk et nanostructurée, une chapitre
sur l’instabilité de réseau observée dans EuTiO3 à température ambiante, et
un chapitre sur le développement d’un spectromètre à résonance d’ultrasons
pour de petits échantillons.

Premièrement, la dynamique de réseau dans Bi2Te3 et Sb2Te3 sous forme
bulk a été étudiée par diffusion nucléaire résonante inélastique, par diffraction
de rayonnement synchrotron de haute énergie et par calorimétrie. In combi-
naison avec des données antérieures de diffusion inélastique de neutrons, la
densité d’états des phonons élémentaire à été extraite non seulement pour Te
et Sb mais aussi pour Bi. La liaison Bi-Te dans Bi2Te3 est fondamentalement
différente de la liaison Sb-Te dans Sb2Te3. Il apparaît que la densité d’états de
phonons spécifique de Te est essentiellement non affectée par la substitution
de Sb par Bi. Une analyse de la polarisation des phonons a également été
réalisée sur un monocristal de Bi2Te3. La faible conductivité thermique du
réseau dans Bi2Te3 et Sb2Te3 sous forme bulk résulte essentiellement de la
faible énergie de coupure pour les phonons acoustiques.

Deuxièmement, la dynamique de réseau dans un film de Sb2Te3 déposé
par modulation élémentaire a été étudiée par diffusion nucléaire résonante
inélastique et par diffraction de rayonnement synchrotron de haute énergie.
Ces études montrent que les aspects principaux dans la densité d’états de
phonons spécifique de Sb proviennent de la structure en couche. La vitesse du
son moyenne est essentiellement la même que dans Sb2Te3 sous forme bulk.
L’impact de l’énergie de coupure des phonons acoustiques est à nouveau
mise en évidence.

Troisièmement, le confinement des phonons dans un arrangement de
nanofils de Bi2Te3 a été étudié par diffusion nucléaire résonante inélastique
et par diffraction de rayonnement synchrotron de haute énergie ainsi que
par microscopie électronique par transmission et par balayage. Pour la pre-
mière fois, une densité d’états de phonons élémentaire a été obtenue sur des
nanofils dans deux directions perpendiculaires. La vitesse du son beaucoup
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plus faible que dans le bulk mesurée dans ces nanofils de 56 nm de diamètre
est directement liée aux confinement spatial. La diminution associée de 50 %
de la conductivité thermique est en accord avec des mesures macroscopiques
sur de nanofils similaires.

Quatrièmement, une étude détaillée de la structure et de la dynamique de
réseau dans la perovskite bulk EuTiO3 a montré une instabilité de réseau
proche de la température ambiante. La phase basse température est associée
à des déplacement anharmonique de l’europium et a un impact significatif
sur la dynamique de réseau.

Finalement, un spectromètre à résonance d’ultrasons pour des mesures sur
de petits échantillons a été développé. Des mesures des constantes élastique en
fonction de la température ont été réalisées avec succès sur des monocristaux
orientés plus petits que 1 mm3.
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K U R Z B E S C H R E I B U N G

Eine Kurzfassung experimenteller Gitterdynamik in Bezug auf den thermis-
chen Transport in Festkörpern leitet diese Dissertation ein. Der Einleitung
folgen drei Kapitel, die sich mit der Struktur und Gitterdynamik in bulk
und nanostrukturiertem Wismuttellurit befassen, ein Kapitel, in welchem die
Gitterinstabilität in EuTiO3 nahe Zimmertemperatur behandelt wird, und ein
Kapitel über die Entwicklung eines resonanten Ultraschallspektrometers zur
Messung kleiner Proben.

Erstens wurde die Gitterdynamik in bulk Bi2Te3 und Sb2Te3 mittels in-
elastischer Kernresonanzstreuung, hochenergetischer Röntgenbeugung mit
Synchrotronstrahlung und kalorimetrischen Methoden untersucht. Zusam-
men mit früheren Daten der inelastischen Neutronenbeugung wurde die
elementspezifische Phononenzustandsdichte nicht nur für Te und Sb son-
dern auch für Bi bestimmt. Die Bi-Te Bindung in Bi2Te3 is grundsätzlich
verschieden von der Sb-Te Bindung in Sb2Te3. Es scheint, dass die Te el-
ementspezifische Phononenzustandsdichte durch die Substitution von Sb
mit Bi im Wesentlichen unverändert bleibt. Eine Analyse der phononischen
Polarisation wurde an einem Bi2Te3 Einkristall durchgeführt. Die beobachtete
niedrige Wärmeleitfähigkeit in bulk Bi2Te3 und Sb2Te3 ist hauptsächlich auf
die niedrige Abschneidefrequenz des akustischen Bereiches zurückzuführen.

Zweitens wurde die Gitterdynamik in elementmodulierten Sb2Te3 Filmen,
die durch schichtweise Deposition der Elemente hergestellt wurden, mittels
inelastischer Kernresonanzstreuung und hochenergetischer Röntgenbeugung
untersucht. Diese Studie zeigt, dass die Hauptmerkmale der Sb elementspez-
ifischen Phononenzustandsdichte von der geschichteten Struktur bestimmt
werden. Die ermittelte Schallgeschwindigkeit ist im Wesentlichen die gleiche
wie in bulk Sb2Te3. Die Rolle der akustischen Abschneidefrequenz wird
ebenfalls bestätigt.

Drittens wurde die räumlich-dimensionale Einschränkung von Phononen
in einer Anordnung von Bi2Te3 Nanostäben mittels inelastischer Kernreso-
nanzstreuung, hochenergetischer Röntgenbeugung und sowohl Raster- wie
Transmissionelektronenmikroskopie untersucht. Zum ersten Mal wurde die
Phononenzustandsdichte elementspezifisch in Nanostäben gemessen, sowohl
senkrecht als auch parallel zur Stabachse. Die viel niedrigere Schallgeschwin
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digkeit im Vergleich zum Bulk in den 56 nm durchmessenden Nanostäben
wird direkt durch die verringerten Dimensionen verursacht. Die damit ver-
bundene 50 % Verminderung der makroskopischen Wärmeleitfähigkeit ist im
Einklang mit Messungen an ähnlichen Nanostäben.

Viertens zeigte eine detaillierte Untersuchung der Struktur und der Gitter-
dynamik in bulk kubischem Perowskit EuTiO3 eine Gitterinstabilität nahe
Zimmertemperatur. Die Tieftemperaturphase ist mit anharmonischen Bewe-
gungen des Europiums verbunden und hat einen bedeutenden Einfluss auf
der Gitterdynamik.

Letztens wurde ein resonantes Ultraschallspektrometer für Messungen
an kleinen Proben entwickelt. Messungen der elastischen Konstanten als
Funktion der Temperatur wurden erfolgreich mit sub-Prozent Genauigkeit an
orientierten Einkristallen kleiner als 1 mm3 durchgeführt.
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those who manage well the circumstances they encounter day by day,
those who are not ultimately overcome by their misfortunes,

those who are decent and honorable in their intercourses,
those who hold their pleasures always under control,

those who are not spoiled by their successes,
those I call educated people.

— Socrates [1]
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1I N T R O D U C T I O N

This introduction is a brief outlook in experimental lattice dynamics related
to thermal transport. More details are given in terms of references.

1.1 lattice dynamics and thermal conductivity

Several cases in which thermal conduction is essential, such as thermal
barrier coatings for higher turbine operating temperature [2] and energy
harvesting [3], are currently important topics in scientific research not only for
fundamental but also for technological reasons. However, thermoelectricity
is probably one of the few fields where both reasons are merging together
with equal importance. The importance of lattice dynamics was highlighted
as early as the current textbook example of an ensemble of coupled oscillators
[4] was formulated and solved. The general case of a one dimensional infinite
chain of atomic masses, m1, m2, connected with restoring forces is shown
in Fig. 1. The solution of the equation of motion, i.e. the dispersion relation
ω = ω (k), is represented in Fig. 2.

Figure 1: One dimensional linear atomic chain in the Born - von Karman approximation.
m1 stands for the host and m2 for the guest atoms. The interatomic force
constants K and K1, K2 are given, respectively.

In a monoatomic linear chain, i.e. m1 = m2 and K = K1 = K2, the
phonon dispersion relation follows the Debye approximation, ω = v · k,
in the low energy region and flattens, ω = ωmax, at the zone boundary.
In a diatomic linear chain, i.e. m1 6= m2, in addition to the lowering of
group velocity, vg (ω) = dω/dk, high-energy optical phonons emerge, see
red curve in Fig.2. In the same case by increasing the K2 force constant an
extended avoided crossing between the phonon modes appears. This example
is extensively discusssed in Ref. [5]. Modifications in phonon dispersion
have an influence on macroscopically measured properties such as the lattice

1
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Figure 2: The phonon dispersion for a monoatomic linear chain (black curve), diatomic
(red curve) and diatomic chain with stiff framework (m1,K) and loosely
bound guest atoms (m2,K1,K2) (blue curve) in the Born - von Karman
approximation.

thermal conductivity. In a simplified Callaway model [6] of solely phonon -
phonon interactions the lattice thermal conductivity, kL, is given by Eq. 1.1.

kL =
1

3

Emax∫
0

CV (E) v2g (E) τ (E)dE (1.1)

where CV is the heat capacity at constant volume, vg is the group velocity,
τ is the phonon lifetime and Emax is the cut-off energy of the phonons
that transport heat. Thus, lattice thermal conductivity can be modified by
modifying each of its three ingredients. A common approach is the reduction
of the group velocity either by polyatomic unit cells [7] or by nanostructuration
[8].

The underlying mechanisms in modifying the phonon dispersion curve
stem from either major or minor modifications in the underlying potential
energy of the system under investigation. Both from the theoretical as well
as from the experimental perspective there is no single method which can
provide full information about the potential energy. In first approximation,
the potential energy can be assumed as a harmonic potential but a more
realistic asymetric potential energy is shown in Fig. 3. The asymetry of the
potential in Fig. 3 is depicted in the shift of the equilibrium atomic distance
from r0 to r1 and r2 at temperature T1 and T2.

Thus, several experimental techniques, both microscopic and macroscopic,
have been developed or are lately under development which probe the inter-



1.1 lattice dynamics and thermal conductivity 3

Figure 3: An anharmonic potential energy and the atomic distance equilibrium, r0, r1
and r2 at absolute zero temperature, at T1 and at T2, respectively.

atomic potential. The global minimum of the potential energy is defined by
the first derivative of the potential energy with respect to the interatomic dis-

tance, dUlmdr
∣∣∣
r0

= 0, and provides information about the interatomic distance,

r0. The average interatomic distance can primarily be probed by diffraction
experiments using either neutrons or x-rays having wavelength comparable
to the interatomic distance. The curvature of the interatomic potential close to
the global minimum is expressed mathematically by the second derivative of

the potential with respect to the interatomic distance, d
2Ulm
dr2

∣∣∣
r0

∼ Cij, and

provides information about the elastic constants, Cij, of the system. Addi-
tional information can be extracted from the temperature evolution of the
potential energy global minimum such as the thermal expansion coefficient,
αV . In the adiabatic approximation [9], thermal expansivity expresses the de-
viation of the interatomic potential energy from the parabolic shape. Although
it is only indirectly related to thermal conduction, it is one of the fundamental
properties for the lattice dynamical characterization. Once all aforementioned
properties are measured or calculated the Grüneisen parameter, γ, given in
Eq. 1.2 is calculated.

γ =
αV
CVKT

(1.2)

where KT is the isothermal compressibility and CV the heat capacity at
constant volume.
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In an one dimensional ensemble of N atoms interacting through pair
potentials, φ(r), and constrained to have a length L = Na, where a is the equi-

librium lattice constant, the Grüneisen parameter is given by γ = −a2
φ

′′′
(a)

φ
′′(a)

[10]. In case the potential has a parabolic shape the extracted Grüneisen parat-
meter is 0. In case the potential is proportional to the well known Lennard

- Jones formula, φ(r) = ε
[(
a
r

)12
− 2

(
a
r

)6], and if only nearest-neighbor in-
teractions are appreciable, then γ ≈ 11. However, in simple metallic systems
the experimentally measured Grüneisen parameter [9] is around 2 which
indicates that neither the harmonic approximation nor the Lennard - Jones
potential is valid. The Grüneisen parameter is the hallmark of anharmonicity
and can also be defined through the vibrational energy, E, change, γ = − dlnE

dlnV ,
where V the unit cell volume. Conclusions based only on the Grüneisen
parameter should be drawn with great care because various results exist even
for the same compound [11]. It is, thus, better to carefully consider the source
of the very high or very low extracted parameter than its absolute value.

1.2 thermoelectricity

Thermoelectric converters enable the conversion of thermal energy to electric
energy by harnessing the heat flow across a thermal gradient to generate
charge flow and vise versa. A conversion module is comprised of n- and
p-type semiconducting counterparts coupled electrically in series, see Fig.
4. The thermoelectric figure of merit, zT , quantifies the material’s efficiency
output and is given in Eq.1.3.

zT =
S2σ

ke + kL
(1.3)

Lattice dynamics expressed in terms of lattice thermal conductivity, kL, is
one of the constituents of the thermoelectric figure of merit with the other
being the Seebeck coefficient, S, and the Wiedemann - Franz law [10], σke =

LT , where L the Lorentz number. In order to estimate the actual device
efficiency, electrical and thermal resistances due to device engineering must
also be taken into account. However, here this contribution is neglected. The
straightforward but tedious calculation on the dependence of the efficiency,
η, upon zT , η = TH−TC

TH

√
1+zT−1√
1+zT+

TC
TH

where TH is the temperature at the hot

junction and TC is the temperature at the surface being cooled, can be found
in Ref. [12]. Currently a realistic device efficiency is below 10% but in theory
the upper limit is only the Carnot efficiency. In any case recovering energy
using thermoelectricity can be considered a green energy source not only
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because it is a greenhouse gas free technology but also because it recovers
energy which in fact be wasted.

Figure 4: Illustration of a thermoelectric converter [13]. The p− and n−type semi-
conducting legs, the electrical carriers, the thermal gradient and the flowing
current are shown.

There are currently several approaches on how to maintain low thermal
conductivity and at the same time sufficient electrical conductivity which are
summarised in a review by Snyder and Toberer [14].

1.3 measurement considerations

Several techniques for probing microscopically the lattice dynamics of a
system exist and are mainly associated with scattering methods, e.g. scattering
of electrons [15], helium atoms [16], photons [17], neutrons [18] etc. The
distinguishing parameters among them are in the properties of the used
particles, such as the kinetic energy and the interaction with matter, and thus
gives information on different length and time scales. Two main categories
of microscopic experimental techniques which focus on the dynamics of a
system can be distinguished:

• direct scattering techniques which give access to the density of electronic
states, of phonon states, of magnon states.

• indirect scattering techniques which mainly probe local effects, i.e.
surface properties or limited space of the Brillouin zone.
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Both microscopic and macroscopic measurements have been used in the
framework of this study. Among the macroscopic techniques, heat capacity
at constant pressure, CP , using the relaxation method as well as resonant
ultrasound spectroscopy for obtaining the elastic tensor and consequently
the speed of sound, vS, in a material have been used. Both CP and vS are
contributing to the lattice thermal conductivity, kL, according to Eq. 1.1. To
substantiate the macroscopically observed phenomena and to obtain deeper
insight in their origin complementary microscopic methods have also been
used. Diffraction of synchrotron radiation as well as neutron diffraction were
carried out in a series of compounds giving information not only about static
parameters i.e. crystallographic structure but also on dynamical properties
such as atomic displacement parameters in the coherent limit [19]. In addition,
inelastic techniques, mainly nuclear inelastic scattering has been developed
and applied to tellurium based chalcogenides suitable for thermoelectic appli-
cations. The element specific and polarization projected density of phonon
states, g (E), is available together with all the related properties, e.g. heat
capacity at constant volume, CV , Debye level, limE→0

g(E)
E2

, speed of sound
in the Dedye approximation, vS, mean force constants, 〈F〉, Lamb - Mössbauer
factor, fLM, and atomic displacement parameter in the incoherent limit. The
complementarity of the used techniques gives us the opportunity to deeply
investigate the origin of the observed phenomena and to answer questions
such as the different Te bonding in Sb2Te3 and Bi2Te3, the importance of
layered structures upon the lattice dynamics, the significance of phonon engi-
neering as well as to reveal the europium displacement in EuTiO3. In the next
paragraphs we will set the scene on the experimental methods and techniques
used in this study and try to guide the reader through the routes we traced.

1.3.1 Heat Capacity Measurements

Heat Capacity is defined as the amount of energy required to raise the
temperature of a certain amount of material by one Kelvin. Heat capacity
probes fundamental properties in many fields of physics, chemistry and
material science. For instance, lattice dynamics - phonons - of several systems
[20] have been explained, Schottky anomalies in paramagnetic salts [21] and
heavy fermion systems [22] have been revealed, electronic contributions in
metals have been measured [10] and phase transitions have been recorded
[23, 24]. From the mathematical point of view the relation of heat capacity
with all the aforementioned properties is given in Eq. 1.4.

CP =
∂H

∂T

∣∣∣∣
P

(1.4)
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The heat capacity under constant pressure, CP , is a function of the enthalpy,
H, of the investigated system and thus sensitive to any phenomenon affecting
directly the internal energy. Heat capacity measurements were traditionally
difficult in realisation because strict thermal insulation issues should be
fullfiled during measurement. In former times, such measurements were
accessible only to few specialists who had the knowledge and the equipment
to realise them. Although today commercial automated systems are available
to wider group of scientists, several pitfalls need to be overcome in order to
obtain meaningful results.

At least three methods for measuring accurately heat capacity at constant
pressure exist nowadays. In chronological order, the adiabatic technique, the
relaxation technique and the AC technique. It is common ground in all of
them that a set of heaters and high accuracy thermometers should be placed
in close contact with the sample which is secured using a thermal coupling
grease.

Figure 5: The sample holder (puck) for heat capacity measurements [25] using the
QD-PPMS. The set of heater - thermometer and the sample position is shown.
(Adapted from QD manual)

Here the relaxation technique was used utilising the Quantum Design
calorimeter [25]. In this technique, a heat pulse is applied to the sample and
the transient temperature is recorded both during and after the application
of the heat pulse. After fitting the transient signal with a model [26], taking
into account the coupling of the sample holder with the environment, the
heat capacity of the sample is readily available. The main drawback of this
technique is that in data analysis a curve fitting is involved which could lead
to result misiterpretation if measuring conditions are not ideal.

A possible common error in all heat capacity measurements is related to the
thermal coupling of the sample and the sample holder, see Fig. 5. Normally a
high thermal conductivity grease is used. However, the used grease has a finite
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heat capacity as well which sometimes does not have smooth temperature
dependence [27]. Hence, it is mandatory that the addenda measurement is
not too coarse.

1.3.2 Elastic Constants - Resonant Ultrasound Spectroscopy

Measurements of elastic constants are divided into two main categories: meth-
ods which are based on scattering techniques [28, 29, 30] and all others which
are utilizing macroscopic mechanical vibrations [31, 32] and tension. Although
both have advantages and disadvantages, the strong point of the latter is
that no complicated and expensive experimental hardware is required and
it is possible to perform such measurements in a typical laboratory environ-
ment. Even adopting the mechanical deformation as a way of estimating the
stress, σxy, – strain, εxy, relation, σxy = Cijεxy, there is still a wide variety
of approaches in obtaining the desired results. For example in an isotropic
sample, such as ordinary glass, there are only two existing elastic moduli,
the shear, C44, and the bulk modulus, C11. An illustration of shear and bulk
deformation related to the applied forces is depicted in Fig. 6

Force
Elastic 

deformation

Figure 6: The applied external forces and the elastic deformation related to the bulk,
left, and shear moduli, right are shown.

Historically, the quasistatic method appeared first. In this approach the
applied stress and the induced strain is determined in the frequency range of
100 Hz. The attractive characteristic of this technique is that all measurements
are carried out at low frequencies, which makes the related apparatus really
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inexpensive. On the other hand, this method is not qualified as a low noise,
ultra precise measurement technique since the isolation of low frequency
noise is still an important issue.

After the quasistatic method, time-of-flight techniques have been used. This
method relies on the measurement of the required time-of-flight for an elastic
wave to be transmitted through a pathway in a medium with given properties.
Concerning precision issues related to up-to-date electronic equipment, a
typical frequency range of several MHz is applicable for a sample length
of several cm. The readily obtained results are related to the speed of the
transported elastic wave in a specific direction, vxy, which is directly related
to the elastic constants, Cij, of the medium, vxy =

√
Cij/ρ, where ρ is the

mass density. More information about the wave dispersion can be obtained
concerning the wave attenuation which is inherent in any material. This
technique appears more powerful than the quasistatic approach since the
frequency range currently well suits the needs of the existing electronic
equipment. However, in case the measurement is performed on single crystals
of low symmetry, several elastic constants depending on the crystallographic
orientation exist. Hence, different transducer mounting should be done either
on the same or different samples introducing independent errors which are
most of the time difficult to predict.

(a) RUS schematic. (b) The first 12 normal modes of an Al rectan-
gular parallelepiped sample with dimensions
0.9 mm · 1.1 mm · 1.0 mm. The figure was re-
constructed from the calculated eigenvectors
using Mathematica. The red areas denote high
strain regions.

Figure 7: The basic schematic of resonant ultrasound spectroscopy, detector - trans-
ducers - frequency source, and an example of Al rectangular parallelepiped
sample normal modes are shown.
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The general importance of elasticity has been identified very early in the
previous century [33]. However, the need for computer power for solving the
related theoretical models was not available at that time and thus resonant
ultrasound spectroscopy appeared in the mid 90’s. In this method, a sample
of well defined geometry is put between two piezoelectric transducers, as
shown in Fig. 7. One of the two transducers triggers the sample’s mechanical
resonances and the opposite transducer records the responce. The frequency
range for the observation of resonances depends on the sample shape and size
as well as on its elastic constants. The typical frequency range for a sample
volume of 10 mm3 assuming elastic constants in the range of several GPa
is a few MHz. However, the information derived from resonant ultrasound
spectra is not related to the elastic constants via a simple linear transforma-
tion. A numerical analysis based on the minimisation of the Langrangian
of the system is carried out in order to obtain the elastic constants. Several
approaches have been followed in the Langrangian minimisation. Among
them the Rayleigh - Ritz method is usually adopted but finite element cal-
culation have also been reported [34]. Resonant ultrasound spectroscopy is
based on classical mechanics. Thus the equation of motion is a modification
of Newtons law, see Eq. 1.5.

ρω2ϕi +
∑
j,k,l

Cijkl
∂2ϕk
∂xj∂xl

= 0 (1.5)

The eigenvalues, ω, in Eq.1.5 are the resonant frequencies observed ex-
perimentally and the eigenfunction ϕ can be expanded in any set of basis.
Visscher et al [35] made a crucial contribution in the development of resonant
ultrasound spectroscopy by introducing very simple basis functions, a set
of simple powers of the cartesian coordinates, xpyqzr with p, q, r positive
integers with their extremum set by N 6 p+ q+ r. Mathematically, the Eq.1.5
reduces to the explicit calculation of the integral f(p,q, r) =

∫
V x

pyqzrdV .
Thus, all feasible sample shapes, e.g.rectangular parallelepipeds, cylinders,
and spheres, can be described. Eq. 1.5 gives us the opportunity not only to
extract the elastic constants given a set of resonances using a least square
minimisation process (inverse problem) but also from an estimate of elastic
constants the mechanical resonances can be predicted (forward problem).
Although the approach of cartesian coordinates expansion is not the most
efficient regarding computing power, it offers flexibility in the geometry of
the sample being modelled. The elastic constants, Cijkl, have the form of a
tensor of fourth order. To make the fourth order tensor less obscure we divide
the four subscripts in pairs of two, ij ≡ I , kl ≡ K and then the elastic constant
matrix is having the form CIK. Regarding the I, K indices the transformation
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follows the Voigt convention: 11 ≡ 1, 22 ≡ 2, 33 ≡ 3, 23 ≡ 4, 13 ≡ 5, 12 ≡ 6,
32 ≡ 4, 31 ≡ 5, and 21 ≡ 6. As a result, in the most general case the elastic
constant matrix has the form indicated in Eq. 1.6.



σ1

σ2

σ3

σ4

σ5

σ6


=



C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66





ε1

ε2

ε3

ε4

ε5

ε6


(1.6)

The theory to describe the elastic behaviour of single crystals as well
as crystalline aggregates exists since long time [36]. It takes into account
the symmetries imposed by the crystallographic structure as well as the
macroscopic stress and strain relation. The elastic tensor in its general form
has 36 elements. However, 21 is the maximum number of independent elastic
constants observed in the most anisotropic, triclinic, crystal structure. On
the other hand the most isotropic crystal structure, cubic, possesses only 3
independent elastic constants as shown in Table 1. The higher the number
of independent elastic constants the higher is the complexity to extract them
from the measured data. For polycrystalline aggregates only 2 independent
elastic constants exist. The translation of single crystalline elastic constants to
isotropic was extensively described by Hill [37]. In his approach two ways are
important in obtaining a shear, C44, and bulk modulus, C11, from anisotropic
elastic constants, the Voigt and the Reuss average.

In the former, isostrain conditions are assumed during mechanical loading.
In the latter, isostress conditions are assumed. Thus, the mathematical proce-
dure according to Voigt average is performed on the elastic constants, in the
contrary, in the Reuss average all mathematical operations are done on the
elastic compliances1. However, even today there is no straightforward analy-
sis on the extraction of elastic constants from a non fully isotropic, textured,
material. We faced this problem in Chapter 2, where it was not possible to
obtained a macroscopically isotropic pellet of the layered compounds Bi2Te3
and Sb2Te3. In this case, mechanical resonances have been observed coming
from the sample however the refined elastic constants were not in agreement
with previously measured elastic constants on single crystals of similar mate-
rials. Further detailed information on the resonant ultrasound technique is
given in Chapter 7.

1 The elastic compliances are equal to the inverse elastic constants
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crystallographic symmetry independent elastic constants

Triclinic All possible
combinations

Monoclinic C11,C12,C13,C16,C22,C23,C26,C33,
C36,C44,C45,C55,C66

Orthorombic C11,C12,C13,C22,C23,C33,C44,C55,
C66

Trigonal C11,C12,C13,C14,C33,C44,(C25)

Tetragonal C11,C12,C13,C33,C44,C66
Hexagonal C11,C12,C14,C33,C44
Cubic C11,C12,C44
Isotropic C11,C44

Table 1: Independent elastic constants for various crystallographic symmetries

1.3.3 Elastic Scattering - Diffraction

Atomic long range translational order is the basic characteristic of crystalline
materials. This picture emerges from early pioneering work established by von
Laue, Bragg, Ewald, Langevin and others. In order to draw their conclusions
the founders of crystallography used elastic scattering processes of radiation
mainly coming from x-ray tubes. Today a variety of particles, apart from
photons, including electrons, neutrons, helium atoms, etc are available. In the
elastic scattering framework, excluding special cases of magnetic scattering,
highly absorbing compounds and scattering from so-called low-Z elements,
given the de-Broglie principle almost all aforementioned particles can be used.
The energy, E, – wavelength, λ, relation, for massive λ = h√

2mE
and non

massive particles λ = hc
E where c is the speed of light, plays central role in

deciding not only about the feasibility of diffraction experiments but also on
its corresponding accuracy. For example, by taking into account the Bragg’s
law, 2dsinθ = λ where d is the distance between crystallographic planes and
2θ is the angle between incident and scattered beam, the lower the wavelength
the more reflections are observed in a fixed experimental setup. In elastic
scattering the absolute value of energy, or equivalently the absolute value of

momentum before,
∣∣∣−→ki∣∣∣ and after

∣∣∣−→kf∣∣∣, scattering, does not change. The vector,
−→
Q =

−→
kf −

−→
ki, is defined as the scattering vector. Bragg scattering takes place

when the momentum transfer,
∣∣∣−→Q∣∣∣, is equal to a reciprocal lattice vector,

∣∣∣−→G ∣∣∣,
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in the momentum phase space. According to Fig. 8 the momentum transfer is

given by the formula:
∣∣∣−→Q∣∣∣ = 2 ∣∣∣−→kf∣∣∣ sinθ = 4π

λ sinθ. Constructive interference
takes place at certain 2θ as well as destructive interference happens for all
other angles. Thus, the positions of the observed peaks (reflections) in the
measured diffractogram provides information about the reciprocal lattice
or the crystallographic symmetry in real space. However, this is not the
only information one can extract from a diffractogram. Apart from the peak
positions the intensities of the reflections can be used.

Figure 8: Elastic scattering process in the Fraunhofer approximation. The detector as
well as the source is viewed at a long distance from the diffracting object.

Any crystal structure is a real space convolution of a periodic infinites-
imal set of points, the lattice, with a set of finitely extended atoms, the
so-called base. In reciprocal space the scattering amplitude, Fcrystal, is
a multiplication of both contributions. The structure factor is related to
the structure, and the form factor is linked to the atomic base resulting

in Fcrystal =
∑
j

f
(−→
Q
)
ei
−→
Q
−→
Rj , where f

(−→
Q
)

is the form factor and the sum-

mation runs over all atomic positions. Since, the atomic positions, Rj, change
with time due to thermal vibrations it is more convenient to describe them
in terms of a deviation from their average positions,

−→
R j (t) =

〈−→
R 0

〉
+−→u (t)

where
〈−→
R 0

〉
is the time average position and −→u (t) is correspondingly the

atomic displacement. Taking into account the atomic displacement, informa-

tion can be obtained not only about static,
〈−→
R 0

〉
, but also about dynamical

properties, −→u (t).
Typically, the observed diffractogram ( Iobs versus Q) is composed of many

reflections. The intensity of each, provided that scattering amplitude as well
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as the instrumental details are known, can be precisely calculated from Eq.
1.7.

Iobs = s
∑
h,k,l

Lhkl

∣∣∣Fcrystalhkl

∣∣∣2ΦPhkl + I0 (1.7)

where s is a scale factor, Lhkl contains the polarization and multiplicity
factor, Fcrystalhkl is the contribution of the scattering amplitude for a specific
reflection, Φ is the instrumental function, Phkl is the preferred orientation
function and I0 is the instrumental background intensity. The fitting procedure
or refinement using the Rietveld method is given in Eq. 1.7 . Currently such
refinement is performed using several software editions [38, 39]. In this work,
the diffraction patterns were refined mostly using the Fullprof [40] program.

1.3.4 Nuclear Scattering of x-rays

The elastic nuclear absorption of g-rays by the so called ‘Mössbauer’ isotopes
is known as nuclear resonance scattering. The nuclear excited states related
to nuclear absorption are typically in the keV regime and have energy widths
of several neV (or lifetime in the ns range). Therefore the excitation of such
short lived nuclear transitions requires a high spectral density and a high
brilliance of x-rays. Nuclear resonance scattering for solid state research is thus
performed either at hard x-ray beamlines at large scale synchrotron radiation
facilities or using relevant radioactive sources [41]. Although radioactive
sources have been historically pioneering in this field, nowadays due to the
importance of the technique in various field of scientific research, i.e. physics,
chemistry, material science, geology, biology etc, the largest high energy third
generation synchrotron radiation facilities (ESRF, APS, PETRAIII, SPRING-
8) have a dedicated beamline for such measurements. However, for simple
nuclear resonance measurements under normal conditions, i.e. by varying
temperature or external fields (electric, magnetic, etc), measurements using
synchrotron radiation are not competitive because the intensity per unit area
per unit time is of the same order of magnitude with the one obtained using
radioactive sources available in physics laboratories. This is not the case for
special measurements, i.e. measurements under extreme conditions (high
pressure) [42]. Key issues in the realization of such measurements are the
monochromatization of the incident beam as well as the detection of the
scattered beam. For more information on the nuclear resonance scattering the
reader can follow Ref. [43].

In addition to elastic nuclear resonance scattering, x-ray nuclear absorption
may take place inelastically with creation or annihilation of vibrational states,
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Figure 9: The nuclear excited states of 125Te and various scattering and emission
processes that can follow from resonant absorption of g-photons. Data where
summarized from [44].

and a corresponding nuclear inelastic spectrum can be obtained. This method
relies essentially on the phonon assisted nuclear resonant absorption and can
be used to directly probe phonon states. Nuclear inelastic scattering emerges
as sidebands in the energy spectra around the elastic peak. The energy
spectrum of nuclear inelastic scattering provides direct information about the
density of phonon states of the probed nucleus. However, in contrast to other
inelastic techniques such as inelastic neutron scattering, Raman scattering and
infrared absorption, nuclear inelastic scattering is isotope selective, purely
incoherent and provides an ideal integration over momentum space of the
phonon spectrum.

Nowadays, for technical reasons related both to development of monochro-
mators as well as the development of ultra-fast detectors, nuclear inelastic
scattering is measured only for isotopes with relatively low resonance ener-
gies, less than 40 keV [45], and long lifetimes of the excited states, roughly
more than 0.8 ns [46]. As an example the nuclear level scheme and various
scattering processes that can follow from 125Te are depicted in Fig. 9. A spe-
cial experimental setup for performing nuclear inelastic scattering is wanted.
From the user perspective the dedicated nuclear inelastic scattering setup
is depicted in Fig. 10. The synchrotron radiation bunches should be well
separated in time domain in order to provide a corresponding time window
for the nuclear deexcitation to take place and the products to be detected. Up-
stream, a high-heat load monochromator is located with throuput of ∼ eV. In
order, to resolve vibrational states, in the meV energy range, a high resolution
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– high efficiency monochromator is crucial. Several routes for the design of
high resolution – high efficiency monochromators have been followed, such as
multibounce and backscattering schemes and are summarized in Ref. [47]. A
rather traditional approach is to use a set of crystals and to scan the energy by
fine tuning the beam incident angle on the monochromator [48]. In this study,
we have utilized the back scattering geometry using a corundum single crystal
as an active element. The thermal expansion of the monochromator, δd/d,
very precisely determined, was used to change the energy of the reflected
beam according to Bragg’s law, (δE/E)2 = (δd/d)2 + (cotθBδθB)

2. At the end,
a sample environment with two sets of detectors is used. The energy depen-
dence of the nuclear absorption (nuclear inelastic channel) is recorded by the
first detector. At the same time, the second detector set monitors the nuclear
forward scattering (nuclear resonance channel) which in its time integrated
form is identical to the instrumental function. In order to distinguish the
products of nuclear interaction from alternative channels of electronic origin
the readings of both detectors are gated in time and data acquisition takes
place only in the time window of interest. Fig. 11 shows the phonon spectrum
measured between −10 and 40 meV (or between −25 and 100 mK around
the corresponding temperature of the monochromator) around the resonant
transition energy of 125Te. The spectra were obtained by adding the results
of several successive energy scans.

Figure 10: Experimental set-up for nuclear inelastic scattering measurements with high
heat load monochromator (HHLM), high resolution monochromator (HRM),
sample environment (S), avalance photo diode detectors for measuring the
instrumental function (APD2) and the inelastic spectrum (APD1). Figure is
modified by Ref. [45].

Once the phonon spectrum is available, the well established theory of
nuclear absorption [49] is applicable on the obtained data. A set of sum rules
[50] can be applied on the raw data and gives information about fundamental
properties of the substance related to the Mössbauer effect such as the recoil
energy, ER, the Lamb - Mössbauer factor, fLM, as well as the density of
phonon states, g (E). The density of phonon states is directly related to
the one phonon term. However, in the NIS experimental data single- and
multi-phonon scattering is present. The one phonon term is separated from
multiphonon scattering using a Fourier decomposition procedure [51] and
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Figure 11: The nuclear inelastic scattering, NIS, measured on a polycrystalline metallic
Te sample with the 125Te resonance at 20 K (red points) and the time inte-
grated nuclear forward scattering, NFS, which was measured as resolution
function (blue line) [45].

the density of phonon states is extracted. A common experimental strategy
for supressing multiphonon scattering in NIS measurements is the reduction
of temperature. Reliability of the obtained DPS is checked using several
spectral moments calculated both from the raw spectra as well as the DPS.
Furthermore, the temperature of the sample can be precisely calculated from
the detailed balance of Bose - Einstein statistics.

An important issue on the extraction of the DPS from NIS which should be
highlighted is its orientation dependence. The analysis methods discussed
above hold for crystallographically isotropic samples, i.e. single crystals of
cubic symmetry, polycrystalline or amorphous samples. However, in the case
of low symmetry single crystals or textured powder the probability of phonon
assisted nuclear absorption depends on the relative orientation of the beam
with respect to the crystallographic axis [52]. In the general case the DPS is
given in Eq. 1.8.

g
(
E,−→s

)
= V0

∑
j

∫
dq

8π3
δ
[
E−  hωj

(−→q )]
∣∣∣−→k·−→ej (−→q )∣∣∣2

k2
(1.8)
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where −→ej
(−→q ) is the phonon polarization and k̂ is a unit vector along the

beam direction.
In the case of a single crystal irrespective from its crystallographic sym-

metry, according to the last term of Eq. 1.8 three phonon modes (two with
propagation vector transversal and one longitudinal to the beam direction)
with displacement along the beam direction can be excited. However, in order

to signify the importance of this term,

∣∣∣−→k·−→ej(−→q )∣∣∣2
k2

, experimentally either com-
bined diffraction experiments or NIS experiments in different orientations
should be carried out. For randomly oriented powders or glasses the last term
is equal to unity.

1.4 studied materials and organization

Among the case studies, pnictide-chalcogenide thermoelectrics with tetradymite
crystal structure, see Fig. 12, are also suitable as reversible phase change ma-
terials, with a switching from crystalline to amorphous phase induced by
temperature or electric field [53, 54]. Bismuth-antimony telluride solid so-
lutions are widely used as room temperature solid state refrigerators and
power generators [55]. However, although the end members of the series, i.e.
Bi2Te3 and Sb2Te3, are isostructural (space group R3m) and have similar
electronic configurations the observed macroscopic properties are significantly
different. The peculiar Bi-Te bonding in these and similar compounds has
been underlined in theoretical investigations [56, 57]. However, still no direct
experimental proof on the peculiarity of the Bi-Te bonding exists. Using nu-
clear resonance inelastic scattering of 125Te and 121Sb on 95% 125Te enriched
Bi2Te3 and Sb2Te3 we have measured the nuclear resonant scattering prob-
ability function and extracted the isotope specific density of phonon states,
DPS. In order to obtain the Bi DPS a harmonic approximation was assumed
and the correct mass renormalization was applied on the Sb contribution
assuming that the Bi-Te bonding in Bi2Te3 is identical with the Sb-Te bonding
in Sb2Te3. Thus, a pseudo Bi contribution was obtained and the total Bi2Te3
as well as the Sb2Te3 DPS are presented in Chapter 2. Comparison of our
data with previously measured densities of phonon states using neutrons
reveals substantial agreement for the Sb2Te3 DPS. However, the difference
in the case of the reconstructed Bi2Te3 DPS is significant. We interpret this
difference of the pseudo Bi2Te3 and neutron measured DPS as being caused
mainly by the difference in bonding between Sb-Te and the Bi-Te.

In Chapter 3 the lattice dynamics on an elemental modulated Sb2Te3 film
were investigated using 121Sb nuclear inelastic scattering combined with
high energy synchrotron radiation diffraction. The element specific density
of phonon states was extracted and the nature of the Sb - Te interlayer
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Figure 12: The tetradymite structure in which Bi2Te3 and Sb2Te3 crystallise. The blue
balls stand for the Te atoms and the red for the Bi or Sb atoms, respectively.
Figure is adapted from Ref. [58].

bond was investigated. Comparison with earlier nuclear inelastic scattering
measurements on bulk Sb2Te3 reveals that the main features of the Sb specific
density of phonon states arise from the layered structure.

Dimensionality effects have been proposed [59, 60, 61] to enhance and tailor
both thermal and electrical properties of bulk thermoelectric materials. Ar-
guably, the electronic mean free path is orders of magnitude shorter than that
of phonons. Thus in first approximation, no clear effect in the measured elec-
tronic properties is expected for up-to-date Bi2Te3 available nanostructures
with diameter in around 40 nm [62]. We have investigated the crystallinity and
lattice dynamics of a 80% 125Te enriched Bi2Te3 nanowire array embedded
in an amorphous alumina membrane with pore diameter of 50 nm. Similar
studies on nanowires are dealing only with the optical phonons at the G-point
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of the Brillouin zone. They vary depending on the experimental conditions
[63, 64] and have been partially interpreted by Wang et al [65]. Nevertheless,
due to complexity of handling and the limited amount of material, scattering
methods were confined only to surface studies until now, e.g. using electrons.
Diffraction using synchrotron radiation was performed on two perpendicular
directions relative to the nanowire ensembles. In case the incident beam is
parallel to the nanowires the diffraction pattern appears isotropic indicating
random rotational freedom of the NWs in the template pores. In this case the
data were successfully refined and all structural parameters are in agreement
with the corresponding of bulk Bi2Te3. However, in case the incident beam
is aligned perpendicular to the NWs highly anisotropic azimuthal evolution
is observed. The crystallographic c-axis, represented by the (0 0 l), is almost
normal -within 5 deg- to the NW axis. Symmetry forbidden reflections in-
dicative of basal twinning exist and were further investigated and identified
by TEM diffraction on single NWs. On the same nanowires, in the same two
perpendicular orientations lattice dynamics properties were studied using
nuclear resonance inelastic scattering. The extracted 125Te projected DPS and
a comparison with the corresponding DPS in bulk Bi2Te3 are shown in Chap-
ter 4. When the NW appear crystallographically isotropic the DPS of NW and
bulk material are almost the same. However, a deviation is observed in the
low energy regime, indicative of acoustical softening. In the other orientation
a significant difference in the optical phonons, around 100 cm−1 is observed
which is attributed to the preferred crystal orientation in this direction. To
our knowledge, the speed of sound on nanowires was extracted for the first
time. For 50 nm diameter wire, the speed of sound was reduced by about
29% as compared to bulk Bi2Te3. To complete our knowledge, similar studies
have been performed on Bi2Te3 based nanocomposites, which could not be
included in this work.

Phonon confinement is one of the successful ways in phonon engineering
for reducing the lattice thermal conductivity, however, it is not the only
possibility. Atomic delocalization expressed either in atomic tunnelling [66] or
rattling [67] give rise to reduction of thermal conductivity and is widely used
in related applications. In this context we have studied the structure, see Fig.
13, and lattice dynamics of EuTiO3. Although EuTiO3 is relatively high-priced
for present practical applications it appears to be a model system for lattice
dynamical investigations. The simplicity of the structure together with the
theoretically predicted lattice dynamics instabilities gave us the opportunity
to investigate the structural properties on EuTiO3 using neutron diffraction at
different temperatures. The diffraction patterns obtained on a polycrystalline
sample versus temperature reveal no irregularity. A Fourier map study in
the vicinity of Eu has been performed using a fourth order Gram-Charlier
expansion for anisotropic displacement [19] and a Eu probability density
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map was created. In Chapter 5, a section of the obtained probability density
function along the cubic a direction for several temperatures is illustrated.
These sections reveal that at 180 K the atomic potential exhibits off-centering
by 0.2 Å, however, at elevated temperatures the boundary potential on the
Eu atomic sites is almost flattened at 320 K. Macroscopic measurements of
the heat capacity and resonant ultrasound spectroscopy [68] were carried out.
In the former, no irregularity has been observed down to 10 K. However, a
giant acoustical softening, by 30%, was extracted from the latter upon cooling,
between 100 and 300 K. This study highlights the potential of macroscopic
measurements like resonant ultrasound spectroscopy.

Figure 13: The perovskite structure in which EuTiO3crystallises. The A site are occu-
pied by Eu atoms, the B sites by Ti atoms. Oxygen atoms are located at O
sites.

Further research on the development of a resonant ultrasound spectrom-
eter dedicated to small-sized samples as well as thin films has been carried
out in parallel. We were successful in measuring the elastic constants with
sub-percentage accuracy on polycrystalline samples as well as oriented sin-
gle crystals down to 1 mm3 versus temperature. As proof of principle, we
performed measurements on GaAs oriented single crystals between 100 and
300 K. The results presented in Chapter 7 are in excellent agreement with
previously measured elastic constants on similar samples [69].
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2L AT T I C E D Y N A M I C S I N B U L K B I S M U T H T E L L U R I D E
A N D A N T I M O N Y T E L L U R I D E

The lattice dynamics in Bi2Te3 and Sb2Te3 were investigated both microscop-
ically and macroscopically using 121Sb and 125Te nuclear inelastic scattering,
x-ray diffraction, and heat capacity measurements. In combination with earlier
inelastic neutron scattering data, the element specific density of phonon states
was obtained for both compounds and phonon polarization analysis was
carried out for Bi2Te3. A prominent peak in the Te specific density of phonon
states at 13 meV, that involves mainly in-plane vibrations, is mostly unaf-
fected upon substitution of Sb with Bi revealing vibrations with essentially Te
character. A significant softening is observed for the density of vibrational
states of Bi with respect to Sb, consistently with the mass homology relation
in the long wavelength limit. In order to explain the energy mismatch in the
optical phonon region a ∼ 20% force constant softening of the Sb-Te bond
with respect to the Bi-Te bond is required. The reduced average speed of
sound at 20 K in Bi2Te3, 1.75(1) km/s, compared to Sb2Te3, 1.85(4) km/s, is
not only related to the larger mass density but to a larger Debye level. The ob-
served low lattice thermal conductivity at 295 K, 2.4 W/m/K for Sb2Te3 and
1.6 W/m/K for Bi2Te3, cannot be explained by the rather modest Grüneisen
parameters, 1.7(1) for Sb2Te3 and 1.5(1) for Bi2Te3 without accounting the
reduced speed of sound and more importantly the low acoustic cut-off energy.

2.1 introduction

Binary pnictide chalcogenides with tetradymite crystal structure are semi-
conductors, with a typical band gap Eg < 1 eV, and have been long studied
mainly for potential thermoelectric applications as they exhibit a large ther-
moelectric figure of merit, ZT ∼ 1, close to room temperature [70]. Recently,
reversible phase switching from a crystalline to an amorphous phase in-
duced by temperature or electric field [54, 53] was reported. Because the
phase change is accompanied by a large resistance change, such materials are
considered candidates for future nonvolatile memory applications [71]. Fur-
thermore, Bi2Te3 and Sb2Te3 as well as related compounds [72] are predicted
to be three dimensional topological insulators where the role of spin-orbit
interaction [73] is important, and the topological insulator behaviour of these
materials has been experimentally established [74, 75]. Lately, combined theo-

25



26 lattice dynamics in bulk bismuth telluride and antimony telluride

retical and experimental studies under extreme conditions were reported by
Vilaplana et al. [76] on similar compounds pointing out the importance of
lattice dynamics in this series of compounds.

Both Bi2Te3 and Sb2Te3 exhibit a layered rhombohedral lattice structure
(R3m, #160) with three quintuple -[Te(I)-Pn-Te(II)-Pn-Te(I)]- stacks, where
Pn = Bi or Sb, forming a unit cell. The parenthetical indices, Te(I) and Te(II),
denote two types of differently bonded tellurium atoms. Te(II) is coordinated
nearly octahedrally by Pn atoms. In addition Te(I) has three Pn and three
Te(I) as nearest neighbors and the coordination has not exactly octahedral
geometry. The easy cleavage of these compounds perpendicular to c-axis is
due to weak binding between the −Te(I) · · ·Te(I)− nearest neighbors [56]. The
observed unit cell elongation, c/aBi2Te3= 6.95, see room temperature lattice
parameters given in Table 2, is indicative of a large structural anisotropy,
which was reported also for the electrical properties [77]. Apart from transport
anisotropy, layered compounds often also exhibit elastic anisotropy.

Several experimental techniques are specialised on the study of lattice
dynamics [78, 79]. However, access to the full Density of Phonon States, DPS,
is feasible only by inelastic neutron [80] or x-ray scattering [81]. For most
chalcogenides, due to structural complexity and formation of antisite defects,
discussed e.g. in Ref. [82], it is rather difficult to grow large single crystals
for measuring phonon dispersion curves. Therefore, we have studied the
density of phonon states by Nuclear resonant Inelastic Scattering, NIS. The
NIS technique requires a Mössbauer active isotope and meV monochroma-
tised synchrotron radiation of the corresponding nuclear resonant energy
and provides the isotope specific, projected DPS [43]. Both Sb and Te have
Mössbauer active isotopes, 121Sb and 125Te, respectively, however, no Bi
Mössbauer active isotope exists.

Herein, we report both on the macroscopic characterization of Bi2Te3
and Sb2Te3 based on heat capacity measurements and on the microscopic
characterization by synchrotron radiation diffraction and 121Sb [83] and 125Te
[84] NIS. The combination of the Te DPS measured by NIS and the total DPS
measured by inelastic neutron scattering [85] in Bi2Te3 allows us to obtain
an approximative Bi DPS and to perform an elemental comparison for both
compounds. Phonon polarization analysis was carried out on a Bi2Te3 single
crystal measured with the incident radiation parallel nad perpendicular to the
c-axis. Clues to the low thermal conductivity related to the acoustical cut-off
and experimental insight on the differerence in the nature of the elemental
binding between Bi2Te3 and Sb2Te3 are obtained.
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Figure 14: X-ray diffraction pattern of Bi2125Te3 obtained at 295 K using synchrotron
radiation (red dots), the expected peak positions (black tics), the correspond-
ing refinement (black line) obtained using Fullprof [40] and the difference
plot (green line). Inset: (left) a quarter of the corresponding detector image,
(right) intensity distribution along the φ angle for the (0 1 5), (1 1 0) and
(0 0 15) reflections in the pseudohexagonal setting.

2.2 experimental method

The nuclear inelastic signal for both Bi2Te3 and Sb2Te3 can be enhanced
by enrichment with 125Te. No further enrichment is required1 for 121Sb.
The enriched samples were prepared by sealing stoichiometric amount of
reactants, Sb or Bi and 125Te metal with 95% enrichment, in a quartz tube
under argon atmosphere and heated up to melting temperature. The sealed
melt was then left to cool down under ambient conditions. The resulting
amount was 50 mg of Bi2125Te3 and 10 mg of Sb2125Te3. Following the
same procedure Bi2Te3 and Sb2Te3 with natural isotopic abundance were
prepared.

Synchrotron radiation diffraction was performed at the 6-ID-D station of the
Advanced Photon Source, at 295 K, on the isotopically enriched Sb2125Te3
and Bi2125Te3. The wavelength was 0.142519 Å. Data was collected using an
amorphous Si area detector of 2048 x 2048 pixels (pixel size: 200 µm). The
sample-detector distance of 1715.5 mm was refined by using diffraction from

1 The natural abundance of 125Te and 121Sb is 7% and 57% respectively
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NIST Si 470c. The thermal expansion coefficient on the natural abundance
Sb2Te3 and Bi2Te3 was measured using a calibrated Huber G670 image plate
powder diffractometer.

Table 2: Refinement parameters (pseudo-hexagonal notation) for Sb2125Te3 and
Bi2125Te3 at 295 K. a) obtained from Ref. [58] on Sb2Te3, b) obtained from Ref.
[86] on Bi2Te3.

Sb2125Te3 Bi2125Te3
Bragg R-factor (%) 8.6 5.0

Rf (%) 10.6 4.5

a ( Å ) 4.2691(1) 4.3843(1)

4.264(1)a 4.3835(3)b

c ( Å ) 30.4650(1) 30.4887(1)

30.458(1)a 30.487(1)b

ρ ( g/cm3 ) 6.488(5) 7.857(5)

The lattice dynamics were investigated by means of 121Sb and 125Te
NIS using a backscattering sapphire single crystal monochromator [45] with
a resolution of 1.1 meV and 1.3 meV for, 35.49 keV, 125Te and, 37.13 keV,
121Sb resonances respectively. The spectra were recorded in 16-bunch mode
at the nuclear resonance station ID22N [87] of the European Synchrotron
Radiation Facility. The samples containing ∼ 10 mg of fine powder, evenly
distributed on an area of 3 by 5 mm2, were covered with aluminised mylar
tape. In addition, for consistency check similar measurements have been
performed on a small non-enriched single crystal of Bi2Te3. Measurements
on the single crystal carried out in two orientations, perpendicular and
parallel to the crystallographic c-axis. The obtained statistics were reduced
compared to enriched polycrystalline samples but satisfactory to extract the
DPS. Temperature dependent measurements using 121Sb and 125Te NIS
are not feasible due to low Lamb-Mössbauer factor, see Table 3 and the
related enhanced multiphonon contribution [88]. Thus, in order to minimise
multiphonon contribution the measurements were carried out at 20 K.

Heat capacity measurements on phase pure Bi2Te3 and Sb2Te3 were per-
formed using the relaxation method of the Quantum Design (QD-PPMS)
calorimeter between 3 and 300 K
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2.3 results

2.3.1 Microscopic Characterization

X-ray diffraction on Bi2125Te3, see Fig. 14, and on Sb2125Te3, not shown, is
indicative of a rhombohedral lattice, space group R3m. The inset to Fig. 14

shows the Debye-Scherrer rings recorded using the area detector. No reflec-
tions from secondary phases are observed. In the same figure, the intensity
distribution along the φ angle of the area detector is given. The (1 1 0), (0 1 5)
and (0 0 15) reflections2 reveal somewhat inhomogeneous azimuthal intensity
distribution which indicates slight preferrential orientation. The preferred
orientation was refined by the March - Dollase multiaxial function [89] with
the assumption that the prefered orientation planes were the (1 1 0), (0 1 5)
and (0 0 15). The March-Dollase coefficients, r, that characterise the magni-
tude of the prefered orientation were 0.61, 0.68 and 1.69 respectively; random
oriented powder samples have r = 1. Moreover, the extracted r coefficients
indicates that the (1 1 0) reflections have maximum pole density separated
by 90o from the maximum pole density of the (0 0 15) reflections. This obser-
vation is expected for crystalites of the same symmetry. After the correction,
the parameters obtained at 295 K by refining the data using Fullprof [40] are
given in Table 2. The lattice parameters of the 125Te enriched samples appear
increased by ∼ 0.1% with respect to non enriched samples. However, within
our instrumental resolution, ∆dd ∼ 5.0 · 10−3, claims on the isotopic effects
[90] in the unit cell volume cannot be drawn. All in all, the lattice parameters
obtained in this study are in good agreement with literature values [86, 58].

A temperature dependent diffraction study on Bi2Te3 and Sb2Te3 was
carried out for comparison and the refined lattice parameters are given in
Fig. 15. Linear thermal expansion is observed between 200 and 300 K for
both compounds. The volume thermal expansion coefficient, αV , depends
on the directional thermal expansion αa and αc by αV = 2αa + αc. The
thermal expansion coefficients, αa and αc , were obtained from the derivative,
αa = (da (T) /dT) /a(300 K), of the lattice parameter a and the corresponding
expression for c. The extracted volume thermal expansion coefficient, αV,
of Bi2Te3 between 200 and 300 K is, 5.2 · 10−5 K−1, in excellent agreement
with reference data [91]. In Sb2Te3, we obtain a volume thermal expansion
coefficient, αV = 7.1 · 10−5 K−1, in agreement with the previously measured
[92] thermal expansivity.

The nuclear inelastic scattering spectra from 125Te and 121Sb in Bi2125Te3
and Sb2125Te3 together with the time integrated Nuclear Forward Spectrum,
i.e. the instrumental function, are depicted in Fig. 16. In this work the instru-

2 the reflections are given in the pseudohexagonal notation
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Figure 15: The temperature dependence of the a (circles) and c (squares) lattice
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300 K. Pointsize defines errorbar. The linear thermal expansion above 200 K
in both orientations is indicated by red lines.

mental resolution was improved to 1.1 meV for 125Te and 1.3 meV for 121Sb
with respect to 6.5 and 4.5 meV in the first demonstration of 125Te and 121Sb
NIS [84, 83], respectively. After subtraction of the elastic peak, a modified
version3 of the program DOS [51] was used to extract the density of phonon
states. The reliability of the procedure was verified using the conventional
sum rules [50]. The obtained Sb and Te partial DPSs are shown in Fig. 18. A
validity check was performed in Sb2Te3 where the partial Sb and Te DPSs
were obtained by NIS and a total generalised DPS was measured by inelastic
neutron scattering [85]. The agreement of the DPS measured using NIS at 20 K
after neutron weighting4 and the DPS measured using neutrons [85] at 77 K
is substantial, see Fig. 17. In analogy, the procedure followed in extracting
the Bi contribution in Bi2Te3 consists in subtracting the neutron weighted
Te contribution measured using NIS on Bi2Te3 at 77 K from the total DPS
measured using neutrons [85]. The obtained Bi DPS is shown in Fig. 18.

Phonon modes at Γ point in Sb2Te3 have been calculated from first princi-
ples [93] and observed experimentally using Raman scattering measurements
as well as IR spectroscopy [94]. The even g-modes are Raman active and odd

3 The DOS program was modified for reconvoluting the extracted DPS with a gaussian function with
the same FWHM as the measured time integrated NFS

4 In order to compare the DPS acquired using nuclear inelastic spectroscopy and the coresponding
using neutrons the correct weighting factor should be applied. In first approximation, the neutron
weighted DPS, gn(E) is given by gn(E) =

∑
i

Nigib
2
ci/Mi where Ni is the number of atoms,

b2ci is the nucleus specific coherent neutron scattering length and gi is the element projected DPS
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u-modes are IR active. Color tics denote the main elemental contribution
to the specific mode. The mode Eu(3) and the mode A2u(2) correspond to
pure Te displacement. The displacement in the former is in the a− b plane
the displacement in the latter is along the c-axis. In contrast, the A2u(3)
and A1g(2) modes are dominated by Sb displacements along the c-axis. A
signature of all Γ point phonon modes is visible in the DPS due to enhanced
resolution, see Fig. 17.

In NIS, the absorption probability depends on the orientation of the incident
radiation relative to atomic vibrations and only the vibrational component
along the incident beam is probed. Thus, in anisotropic crystal structures,
provided that a single crystal is available, NIS is able to measure the different
polarisation of phonon modes [95]. Orientation dependent measurements
have been performed on a Bi2Te3 single crystal in two orientation, parallel
and perpendicular to the crystallographic c-axis and the extracted Te DPS in
both cases is shown in Fig. 19. In case the incident beam is parallel to the c-
axis, a main peak around 14 meV arises in the Te DPS. This peak is identified
as the A2u(2) phonon mode which involves vibrations only along the c-
axis. When the incident beam is perpendicular to c-axis this A2u(2) mode
does not appear in the Te DPS. Instead, a peak around 12.5 meV emerges
and is identified as the Eu(3) mode, which involves only in-plane atomic
vibrations. The Debye level in both orientations is approximately equal, within
5%, and is shown as inset to Fig.19. In addition, the first local minimum in the
orientation dependent DPS is observed around 5(1) meV for radiation parallel
and around 7(1) meV for radiation perpendicular to c-axis. The isotropic DPS
has been calculated from the directional dependent DPSs by averaging both
contributions according to DPSavg = (2DPSkin⊥c+DPSkin||c)/3 and is shown
in Fig. 19. Although the obtained statistics in the non-enriched single crystal
were reduced the isotropic DPS extracted from such measurements is in
very good agreement with the DPS extracted from polycrystalline enriched
samples.

NIS [96] is based on the Mössbauer effect and the probability of the recoiless
absorption, known as Lamb - Mössbauer factor, fLM, reveals the purely inco-
herent mean square atomic displacement parameter, ADP,

〈
u2
〉
= −lnfLM/k

2,
where k the wavenumber of the resonant photons. The extracted fLM and
ADP for both Te and Sb atoms as well as the Te orientation dependence in
Bi2Te3 crystal are given in Table 3.

From the DPS a series of thermodynamical parameter are obtained from
weighted integrals. The element specific Debye temperature is obtained di-
rectly from DPS using the expression θ2D = 3/

(
kB

∫∞
0 g (E)dE/E

2
)

valid in
the high temperature limit. The obtained Debye temperature for Te is 157(1) K
for both compounds, significantly larger than 135(1) K obtained for Sb in
Sb2Te3. The element specific mean force constants, 〈Fi〉, are obtained from
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states in Sb2Te3 (open circles) and Bi2Te3 (filled circles). The Bi specific DPS
was extracted from the combination of NIS and reference neutron data [85]
(black line) and renormalisation according to homology relation was applied
(red line). Inset shows the Debye level calculated from the Te specific DPS
measured in Sb2Te3 and Bi2Te3.
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the expression 〈Fi〉 =Mi
∫∞
0 g (E)E

2dE/ h2 where Mi is the mass of the reso-
nant isotope. The obtained values are 61(1) N/m for 125Te and 55(2) N/m
for 121Sb in Sb2125Te3 and 58(1) N/m for 125Te in Bi2125Te3. In addition,
the force constants parallel and perpendicular to the c axis extracted from
similar measurements on a single crystal are given in Table 3. The heat
capacity at constant volume, CV (T), is also obtained from the total DPS

using CV (T) = kB
∫∞
0 g (E)

(βE)2exp(βE)
(exp(βE)−1)2

dE, where β = 1/kBT , in the rigid

phonon approximation [10]. In Sb2Te3 where both Sb and Te contributions
are available the obtained CV is given in Fig. 20.

The average speed of sound, νS, was extracted from the 125Te Debye level,
limE→0

g(E)
E2

, shown in the inset of Fig. 18, using limE→0
g(E)
E2

= Mi

2π2 h3ρν3S
[90] where ρ the mass density, and given in Table 4.

2.3.2 Macroscopic Characterization

The measured specific heat at constant pressure, CP, of natural isotope
abundant Sb2Te3 and Bi2Te3 between 3 and 300 K is shown in Fig. 20.
The obtained CP in Bi2Te3 approaches smoothly the Dulong-Petit limit,
124.5 Jmol−1K−1 close to room temperature. In contrast, in Sb2Te3 the mea-
sured CP deviates linearly from the Dulong-Petit limit between 230 and 300 K
by 0.038± 0.009 Jmol−1K−2, indicating internal degrees of freedom related
either to electronic properties or enhanced anharmonicity. In addition, a sim-
ple fitting of the measured CP data in Sb2Te3 and Bi2Te3 with a model of a
collection of Einstein oscillators embedded in a Debye solid gives Einstein
temperatures around 55 K, see Table 4, for both compounds. This model
does, however, fail to reproduce adequately the experimental data below
30 K. We have modelled this deviation using a Schottky [97] model for a two
level system. The contribution in the specific heat of such two level system

is given by CS

(
θS
T

)2
exp(θS

T )/
[
1+ exp(θS

T )
]2

where CS the Schottky heat
capacity prefactor and θS is the Schottky temperature. After the introduction
of these two additional free parameters a reduction of the reduced χ2 from
462 to 3 was achieved. The resulting fit, between 3 and 80 K, as well as the
Schottky contribution is shown in the inset to Fig. 20. The nature of the
Schottky term was further investigated. In the literature Schottky anomalies
in the specific heat have been reported in paramagnetic salts [? ] and heavy
fermion systems [22] as well as in amorphous systems [98] and systems with
artificially created defects [99]. In all cases, Schottky anomalies arise at low
temperatures, moreover, in magnetic systems the related Schottky parameters
have a magnetic field dependence [100]. Heat capacity measurements with
a 4 T applied magnetic field revealed no modification in heat capacity and
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Figure 20: Specific heat at constant pressure,CP, data measured on Sb2Te3 (circles) and
Bi2Te3 (triangles) between 3 and 300 K and heat capacity at constant volume,
CV, calculated from low temperature DPS (red line). A typical errorbar is
given. Inset: the Debye representation, CP/T

3, of both measurements. A
fit of the experimental data was applied using a two level Schottky model
superimposed to a Debye model with embedded Einstein oscillators (solid
lines). The contribution of the Schottky model is given in the lower part of
the inset. Specific heat measurements under 4 T magnetic field are shown as
red symbols.

no change in the Schottky contribution. The additional states concentration
attributed to the Schottky term was calculated from the prefactor CS given
in Table 4, with respect to the total thermodynamical degrees of freedom
CD +CE. In Bi2Te3 the additional states amount to 0.9% and in Sb2125Te3 to
0.6% of the total thermodynamical degrees of freedom.

2.4 discussion

In this study, the calculated discrepancies between natural abundant Te,
127.60 amu, and our enriched 125Te, 125 amu, according to the mass rule
θD ∼M−1/2

i , where Mi is the isotopic mass, are in the range of experimental
error, namely 0.8%, and isotopic effects are neglected in what follows.

The Te projected DPS in Sb2Te3 and Bi2Te3 shown in Fig. 18, bottom,
include a prominent peak, at 13 meV,which dominates the total DPS, and
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does not shift perceptibly upon substitution of Bi by Sb which indicates
pure Te vibrations. This was previously indirectly identified by a series
of inelastic neutron experiments on powder samples [85] and shown in
theoretical calculations [93, 58]. Below 30 cm−1 a minor discrepancy between
the tellurium DPSs in Sb2Te3 and Bi2Te3 is observed and is related to the
low lying transverse acoustical phonons. Together with the increased mass
density of Bi2Te3 with respect to Sb2Te3, see Table 2, an 8% increase in the
speed of sound in Sb2Te3 as compared to Bi2Te3 is obtained. Pronounced
differences in the Te specific DPS between 60 and 110 cm−1, Eu(2) modes, as
well as between 130 and 150 cm−1, A2u(3) and A1g(2) modes, are seen in
the two studied compounds. The aforementioned modes have contribution
both from Sb and Te, as seen from the Fig. 18, and this might be the reason for
the observed differences in the Te specific DPSs. In contrast, the comparison
of the Sb and Bi DPSs reveal significant softening for the Bi compound which
is explained partly by the larger mass of the Bi atoms. Assuming the same
electronic structure, a homology relation [101] can be applied to describe the

mode energy difference ESb/EBi =
√(
MBia

2
Bi
)
/
(
MSba

2
Sb

)
. The mass ratio√

MBi/MSb = 1.66 and the lattice constants ratio aBi/aSb = 1.000 or 1.027
for c and a, respectively, yield ESb/EBi = 1.31 or 1.35. The Bi DPS, scaled by
1.33 and renormilised to unity area is shown in Fig. 18, top, as “121Bi2Te3”.
Such scaling is sufficient to describe the change in the low energy part of
the DPS. It is, however, too large to describe the change observed in the
highest energy optical part where a scaling factor of 1.25 would have to
be used. This difference must be ascribed to a ∼ 20% softening in force
constant of Sb in Sb2Te3 as compared to Bi in Bi2Te3. The simultaneous
stiffening of the low-energy acoustical phonons which results in increased
speed of sound and the softening of the high-energy optical phonons which
results in reduced force constants is a unique characteristic of phase change
materials [102]. This behaviour is observed here upon substitution of Bi
with Sb and might be related to more favourable phase switching behaviour
in antimony than in bismuth bearing chalcogenides [103]. At the atomic
scale it might be related to the resonance bonding which is highlighted in
phase switching applications. Similar effect in the DPS, i.e. rescaling of the
high energy optical phonons, might arise due to preferred orientation of
the sample under investigation. However, the good correspondance of our
measured element specific DPS using NIS with theoretical calculations as well
as with reference data measured on polycrystalline material using neutrons
preclude this explanation.

Macroscopic experimental techniques usually deal with integrals of mi-
croscopic quantities, among them, heat capacity measurements were used.
From the low temperature data, see inset to Fig. 20, in Bi2Te3 and Sb2Te3 the
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Table 3: Summary of the lattice dynamics parameters, Lamb-Mössbauer factor, fLM,
mean square atomic displacement,

〈
u2
〉
, mean force constants, 〈Fi〉, obtained

in this study at 20 K.

Compound Method f LM
〈
u2
〉
, 10

−3Å−2 〈Fi〉, N/m

Sb2Te3 125Te NIS 0.53(1) 1.96(1) 61(2)
121Sb NIS 0.41(9) 2.52(1) 55(2)

Bi2Te3 125Te NIS 0.52(1) 2.02(1) 58(2)

“121Bi” or 209Bi - - 74(2)

Bi2Te3 125Te NIS k||c 0.54(1) 1.91(1) 68(3)

crystal 125Te NIS k ⊥ c 0.52(1) 2.03(1) 58(3)

extracted Debye and Schottky temperature are shown in Table 4. Although
the Debye temperature depends on temperature, in the crude approximation
of temperature independency the extracted value agrees within 15% with
the value extracted from DPS in the high temperature limit. Not surprisingly,
the Debye temperature extracted from the Te specific DPS is the same for
Bi2Te3 and Sb2Te3. The Schottky temperature is practically also the same
in both compounds. Several explanations regarding this Schottky anomaly
in heat capacity are possible. As the compounds have no magnetisation the
magnetic origin should be discarded. Similarly, assuming that the origin of
the Schottky term is of electronic nature, electronic spin polarization [104]
is unlikely because no dependence on magnetic field was observed. A non
spin polarised electronic origin of the Schottky term can not be excluded
a priori. The electronic contribution in heat capacity from activated charge
carriers for semiconducting Bi2Te3 above 3 K is insignificant according to
Shoemaker et al. [105]. The presence of defects provides a plausible explana-
tion as defect formation is an important issue in Bi2Te3. The energy scale for
the existence of antisite defects has been recently calculated theoretically [82]
and attemps to prove their existence experimentally [106] have been carried
out. Activation of trapped charges around these antisite defects could con-
tribute to the measured heat capacity as these charges will cause small lattice
distortions. No irregularity is however observed around the expected energy,
ESchottky = 1.8 meV, in the measured DPS of both compounds. A reasonable
explanation for this lacking observation is the low states concentration, below
1% in both cases, as well as the instrumental function of ∼ 1 meV full width at
half maximum which hampers the observation of such small contribution that
would be hidden in the tails of the elastic line. To the best of our knowledge,
no direct relation of antisite defects in Bi2Te3 and Sb2Te3 with macroscopic
physical properties have been reported so far. However, the relation of thermal
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properties with artificially created defects in crystalline materials has been
extensively investigated. It was shown that presence of defects give rise to
Schottky anomaly in heat capacity [107]. Similar behaviour is observed in our
heat capacity measurements. The two level system was proposed to interact
resonantly with thermal phonons leading to the T2 dependence of thermal
conductivity [108] below the temperature at which the peak in the Schottky
term of heat capacity appears. Thermal conductivity data neither on Bi2Te3
nor on Sb2Te3 were found in literature at very low temperature, T < 5 K. In
order to clarify the existence of resonant interaction of antisite defects with
thermal phonons we suggest that such thermal conductivity measurements
below 5 K should be carried out.

Above 230 K a strong deviation between the measured CP and calculated
CV is observed only in Sb2Te3 whereas in Bi2Te3 CP approaches the Dulong-
Petit limit 124.5 Jmol−1K−1 at 295 K. Similar effects were observed close to
300 K in previous calorimetric studies on Sb2Te3 [109] with the temperature
deviation between CP and CV being, 0.028 Jmol−1K−2, in agreement with
our measurement. The band gap in Sb2Te3 and Bi2Te3 is Eg ∼ 0.1 eV [110].
Thus the carrier activation temperature in both compounds is ∼ 1000 K. At
temperatures much lower than the corresponding carrier activation energies
anharmonicity effects are contributing in the specific heat expressed in the

formula CP − CV =
a2V V
KT
T [10], where KT is the isothermal compresibility.

Hence, our estimation of the Sb2Te3 isothermal compressibility between 230
and 300 K based on our CP meaurements and our CV calculated from the
total DPS is, KT = 1.3± 0.3 Mbar−1, in quite poor agreement with the com-
pressibility extracted from high pressure diffraction [111], KT = 3.3 Mbar−1.
Consequently, the observed deviation between CP and CV in Sb2Te3 might
not have solely anharmonic origin. The excess in heat capacity close to room
temperature in Sb2Te3 can possibly be attributed to electronic contribution
due to self doping which has been highlighted in this compound [112].

Macroscopic ultrasonic techniques which focus on the study of the speed of
sound on either single crystal or polycrystaline materials are widely used [68].
In this study we were not able to obtain a large macroscopically isotropic or
single crystalline sample of Sb2Te3 and Bi2Te3. However, our microscopically
extracted speed of sound can be directly compared to reference data on single
crystals [58] using both the Voigt and Reuss average [37]. With the Bi2Te3
mass density, ρ, of 7.86 g/cm3 at 20 K the upper and lower limits in the speed
of sound obtained from ultrasonic techniques on single crystals, i.e. related to
isostress and isostrain conditions, are 1.918 km/s and 1.394 km/s respectively.
The extracted speed of sound of this work is between the limits calculated
from reference ultrasonic data. A second estimation of the speed of sound was

obtained with the Debye approximation [113], νS = kBθD/
(
 h
(
6π2N

)1/3),
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using our heat capacity measurements. The density of atoms for Bi2Te3 is
2.95 · 1022 atoms/cm3 and for Sb2Te3 3.11 · 1022 atoms/cm3. Hence using
the Debye temperature extracted from our heat capacity measurements the
estimated speed of sound given in Table 4 is obtained. Not only is the speed
of sound extracted from our macroscopic heat capacity measurements in
excellent agreement with the one obtained from NIS but it also is largerly
smaller than in typical metallic systems, e.g. 3.750 km/s in Cu. Thus, in
substances with layered structures, such as in Sb2Te3 and Bi2Te3, it seems
that the shear modulus related with the first peak in the measured DPS
dominates the long wavelength phonon propagation and results in reduced
speed of sound.

Speed of sound and heat capacity are one constituent of thermal conductiv-
ity with the other being anharmonicity. The role of disorder and anharmonic-
ity in the thermal conductivity have been thoroughly studied in the last years
[? ]. To quantify the anharmonicity in Bi2Te3 and Sb2Te3 the macroscopically
extracted dimensionless Grüneisen parameter, γ, that is considered as a hall-
mark of anharmonicity was chosen. In this study γ is defined by the formula
γ = αV

CVKT
[97]. In Bi2Te3 the Grüneisen parameter using our measured vol-

ume expansivity, aBi2Te3
V = 5.2x10−5 K−1, with hexagonal unit cell volume

V = 507 Å
3

, heat capacity under constant volume CV = 124.5 Jmol−1K−1

and isothermal compressibility KT = 2.67 Mbar−1 [58] is γ = 1.5(1) at 295 K.
In Sb2Te3 from our measured expansivity aSb2Te3

V = 7.1x10−5 K−1of the

hexagonal unit cell with volume V = 481 Å
3

, at 295 K, heat capacity un-
der constant volume CV = 124.5 Jmol−1K−1 and isothermal compressibil-
ity KT = 3.3 Mbar−1 [111], the Grüneisen parameter is γ = 1.7(1). Fur-
themore, in order to quantify anisotropic effects the orientation dependent
Grüneisen parameter has been extracted on Bi2Te3 by modifying the ori-
entation dependent formulas given by Barron [114] for anisotropic crystal
structure [115], namely γa = [αa (c11 + c12) +αcc13] /CV along the a di-
rection and γc = [αcc33 + 2αac13] /CV along the c direction. The elastic
constants c11, c12, c13 and c33 at 280 K given by Ref. [58] are 0.685, 0.218,
0.270 and 0.477 Mbar, respectively. The direction dependent thermal expan-
sion measured herein in the same temperature range is αa = 1.48 · 10−5 K−1

and αc = 2.30 · 10−5 K−1. In addition, close to room temperature all phonons
in the DPS are populated, the heat capacity reaches the Dulong-Petit limit and
can be considered isotropic. The estimated direction dependent Grüneisen
parameters along a, γa = 1.6(1), and along c, γc = 1.5(1), do not deviate
significantly from the average Grüneisen parameter, γ = 1.5(1). To elucidate
the impact of the Grüneisen parameter on our measured DPS both in Bi2Te3
as well as in Sb2Te3 we used the vibrational energy defined Grüneisen pa-
rameter, γ = − dlnE

dlnV . A straightforward way to change the unit cell volume is
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by conducting temperature dependent studies. However, temperature depen-
dent 125Te and 121Sb NIS is not feasible above 100 K. The estimated phonon
mode energy shift, between 50 and 100 K using our measured δV

V ∼ 0.005
and our extracted average Grüneisen parameter of γ = 1.6 at 295 K results
in δE

E ∼ 0.008. Therefore, even the highest energy phonon modes, around
20 meV will not shift due to anharmonicity by more than 0.2 meV. Such en-
ergy mode shift is currently within the resolution limit for 125Te and 121Sb
NIS. The small effect of anharmonicity on the DPS is also substantiated by
the correspondence of our measured DPS on Sb2Te3 at 20 K and the DPS
obtained by neutron scattering [85] at 77 K.

An empirical expression of the thermal conductivity in the umklapp scat-

tering limit was derived by Toberer [116], κL =
(6π2)

2/3

4π2
Mν3S

TV
2/3
at γ

2

(
1

N1/3

)
,

where Vat the volume per atom, M the average atomic mass and N the num-
ber of atoms per primitive cell. Both Bi2Te3 and Sb2Te3 have 5 atoms per
primitive unit cell. Bi2Te3 has an average atomic mass of 168.29 amu with

33.8 Å
3

atomic volume. Sb2Te3 has 124.64 amu average atomic mass and

32 Å
3

atomic volume. Accordingly, the lattice thermal conductivity in the
umklapp limit for Bi2Te3 is 4.76 W/m/K and for Sb2Te3 is 3.65 W/m/K in
contrast to 1.6 W/m/K and 2.4 W/m/K observed at room temperature for
Bi2Te3 and Sb2Te3 [117], respectively. In our calculation the lattice thermal
conductivity was extracted at room temperature but we used our measured
speed of sound at 20 K. The calculated thermal conductivity in the umklapp
scattering limit is not only overestimated compared to the measured thermal
conductivity but it also shows that Bi2Te3 should have larger conductivity
than Sb2Te3. Thermal transport of optical branches is generally neglected
because they contribute to less than 1% in the thermal conductivity. Because
the Grüneisen parameter was taken into account in our estimation anhar-
monicity effects fail, at least in first approximation, to explain this deviation.
The acoustic mode Debye temperature, θa, can be extracted from the calorime-
try estimated Debye temperature, θcal

D , using the relation θa=N−1/3θcal
D [118].

The lattice thermal conductivity derived by Slack [119] is shown in Eq. 2.1.

κL = A
Mθ3aV

1/3
at N

1/3

γ2T
(2.1)

where A ≈ 3.1 · 10−6 is a collection of physical constants. In both compounds
Eq. 2.1 yields a reduced thermal conductivity, namely 3.76 W/m/K in Bi2Te3
and 2.76 W/m/K in Sb2Te3, but still lower in Sb2Te3 than in Bi2Te3. As-
suming that the only channel in thermal conduction is realised through the
acoustical phonons the acoustic cut-off can alternatively be estimated by
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our element specific DPS. In both compounds the tellurium contribution in
the DPS is relatively smooth and does not change significantly upon sub-
stitution of Bi with Sb. The pnictide contribution, see Fig. 18, top, is more
structured and indicates that the acoustical cut-off is 6(1) meV and 8(1) meV,
i.e. θa = 71 K and 94 K for Bi2Te3 and Sb2Te3, respectively. The thermal con-
ductivity calculated using these acoustical cut-off θa obtained by DPS is, 1.6(2)
W/m/K for Bi2Te3 and 2.0(2) W/m/K for Sb2Te3, in excellent agreement
with reference data [117], 1.6 W/m/K and 2.4 W/m/K, respectively.

NIS on anisotropic single crystals measures the DPS of modes with vibra-
tions along the incident beam. However, the phonon polarization and the
phonon transport direction do not coincide. For example, when kin ⊥ c the
probed vibrations have three components: one is coming from longitudinal
modes transported along the basal plane, another one is related to transversal
modes transported along the c-axis and the last is coming from transversal
modes transported in the basal plane. When kin||c the probed vibrations,
one is related to longitudinal modes transported along the c-axis and two
are coming from transversal modes transported in the basal plane, have one
transversal mode transported in the basal plane in common with the kin ⊥ c
case. The orientational dependent thermal conductivity, or equivalently the
acoustic cut-off energy, can in principle be estimated from our measured ori-
entational dependent DPS. However, the measured chalcogenide contribution
in the DPS is not well structured and the acoustic cut-off energy cannot be ex-
tracted directly from the DPS. Even if the direction dependent acoustic cut-off
energies were available from our measurements, special attention should be
drawn in the fact that the thermal conductivity ratio κkin⊥cL /κ

kin||c
L extracted

from our DPS using Eq. 2.1 would not be the same with the measured lattice
thermal conductivities [120], κL⊥c = 1.73 W/m/K and κL||c = 0.64 W/m/K.
The same holds for the composite speed of sound. Thus, in order to further
clarify the orientational dependence of thermal conductivity detailed theoreti-
cal investigation are needed.



3L AT T I C E D Y N A M I C S I N E L E M E N TA L M O D U L AT E D
A N T I M O N Y T E L L U R I D E F I L M S

The lattice dynamics in an elemental modulated Sb2Te3 film were investigated
microscopically using 121Sb nuclear inelastic scattering combined with high
energy synchrotron radiation diffraction. The element specific density of
phonon states was extracted and the nature of the Sb - Te interlayer bond
has been investigated. Comparison to earlier nuclear inelastic scattering
measurements on bulk Sb2Te3 reveals that the main features in the Sb specific
density of phonon states are coming mainly from the layered structure. The
average speed of sound at 40 K, 1.74(2) km/s, is slightly decreased compared
to bulk Sb2Te3 at 20 K, 1.78(2) km/s. The acoustic cut-off energy shows as
well a decrease from 8.5 to 8 meV which is in agreement with macroscopic
thermal conductivity measurements.

3.1 introduction

Tetradymite chalcogenide compounds usually form anisotropic layered struc-
tures [121] with interesting lattice dynamics [122]. In layered unit cells, low-
frequency intra-layer modes [123] were reported in which the layers move
nearly as rigid units. The energy separation between the inter- and the intra-
layer modes is a measure for the elastic anisotropy of the material. It is thus
interesting to study the density of phonon states, DPS, on artificially created
layered compounds which mimic the natural crystal structures and compare
it with reference data on bulk crystalline counterparts.

Sb2Te3 crystallises in the tetradymite structure (R3m, #160) with three
quintuple -[Te(I)-Sb-Te(II)-Sb-Te(I)]- stacks forming a unit cell. The parentheti-
cal indices, Te(I) and Te(II) denote two tellurium sites. The easy cleavage of
these compounds perpendicular to c-axis is due to weak van der Waals type
binding [124] between quintuple stacks at the Te(I) - Te(I) bond.

Sb2Te3 has been reported as the best candidate, next to Bi2Te3, for room
temperature thermoelectric conversion and as the model compound for phase
change applications [103]. In both cases, the layered structure is thought to
lead to low thermal conductivity. For Sb2Te3 films the influence of stoichiom-
etry, morphology, annealing temperature and crystallinity of the films on
thermal conductivity [125] and furthermore on their thermoelectric perfor-

45
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mance [126, 127] have been studied and the most promising results were
obtained for near stoichiometric films [128].

Herein, we study the lattice dynamics and the influence of interlayer bond-
ing on an elemental modulated Sb2Te3 sample prepared via the nanoalloying
method [129, 130] by measuring the Sb specific density of phonon states. On
the same sample, we identified diffuse x-ray scattering which indicates that
in the as grown state finite correlation length in the basal plane is observable.

3.2 experimental method

Repeated layers of the elements Sb and Te with 0.2 nm thickness were de-
posited on 10 x 10 mm pieces of commercially available SiO2(100 nm) at
Si (1 0 0) substrates in an MBE system at room temperature. All layers were
deposited to maintain the stoichiometric 40/60 ratio for Sb/Te and the repeat-
ing quintuplet pattern. The nominal total thickness of the thin film was 1 µm.
The use of an ambient temperature substrate instead of a heated substrate
prevents the re-evaporation of Te, thus facilitating stoichiometry control and
enabling a fast composition screening. In addition, no epitaxial relation to the
substrate is needed. The nanoalloyed films are very smooth compared to the
epitaxial thin films which tend to exhibit a significant roughness [131]. The
cross plane thermal conductivity at room temperature was determined using
a time domain thermal reflectance measurement system [132, 133] calibrated
to Si/SiO2 standard and the results were reported elsewhere [130].

To verify crystallinity and phase purity, diffraction using synchrotron radia-
tion was carried out at 295 K at 6-ID-D station of the Advanced Photon Source
on nanoalloyed Sb2Te3 films in two orientations, (i) with the incident, kin,
vector parallel to the Si (1 0 0), in transmission geometry, and (ii) with kin per-
pendicular to the Si (1 0 0), in grazing incidence geometry. The wavelength
was 0.142519 Å. Data was collected using an amorphous Si area detector
of 2048 x 2048 pixels (pixel size: 200 µm). The sample detector distance of
1715.5 mm was refined by using diffraction from NIST Si 470c. Both detector
patterns are interpeted as follows: the radial distance from the beam center
corresponds to the scattering angle 2θ and the circular angle at certain radius
corresponds to the azimuthal angle φ. The data raw were treated using FIT2D
[134] and the modified detector patterns in azimuthal coordinates, φ and 2θ,
are shown in Fig, 21. The one dimensional diffractograms were extracted after
integrating intensities at all φ for certain 2θ.

The lattice dynamics were investigated by means of 121Sb nuclear inelas-
tic scattering [84], NIS, using a backscattering monochromator [45] with a
resolution of 1.3 meV for the 37.13 keV 121Sb resonance. The natural abun-
dance of 121Sb is 57% and no isotopic enrichment is required. The spectra
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Figure 21: X-ray diffraction pattern of the elemental modulated Sb2Te3 film obtained
at 295 K using synchrotron radiation in two orientations, see text, (a) graz-
ing incident geometry and (b) transmission geometry. Background shows
the actual detector pattern and red lines the related diffractograms. Ex-
pected peak positions are indicated by the corresponding Miller indices in
pseudohexagonal setting.

were recorded in 16-bunch mode at the nuclear resonance station ID18 [87]
of the European Synchrotron Radiation Facility on the same sample and
orientation where diffraction patterns were acquired. In order to minimise
multiphonon contributions the measurements were performed at 40 K. In
NIS, the absorption probability depends on the orientation of the incident
radiation relative to the crystallographic axes [135] . Only modes with non
zero polarization projected along the beam direction are probed. The 125Te
DPS has not been measured because the samples are too thin to probe without
isotopic enrichment, which is very challenging for this type of deposition.
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3.3 results

X-ray diffraction on the nanoalloyed film shows only one homogeneous and
broad Debye - Scherrer ring of the (1 1 0) type in transmission geometry, see
Fig. 21b. In grazing incidence geometry broad but discrete reflections are iden-
tified not only for (1 1 0) type of reflections but also for (0 0 9) and (1 0 10).
The diffuse scattering related to the (0 1 5) type of reflections appears close to
the (1 1 1) reflections of the silicon substrate. All reflections were fitted with
a Lorentzian profile and the extracted parameters are given in Table 5. The
full width at half maximum, FWHM, of the Si (1 1 1) reflection has also been
extracted and indicates the instrumental resolution. It appears that the instru-
mental resolution is at least three times narrower than film reflections. An
estimate of the correlation length, ξ, can be extracted from the FWHM of the
reflections, FWHMref, corrected for the instrumental resolution, FWHMinst,

using 1/ξ = 0.5
√

FWHM2ref − FWHM2inst. The correlation length extracted

from all reflections is smaller than 100 Å, see Table 5. Note that the extracted
corrrelation length for the (0 0 9) reflection is very close to the nominal layer
thickness of 20 Å. Thus, although crystalline order is identified, long range
crystalline order is not fully established in the elemental modulated films. An
estimate of the interplane distance change, δd, was extracted by comparing
the positions of the observed reflections with the nominal reflection positions
of crystalline Sb2Te3, see Table 5. The crystallographic c-axis related to (0 0 9)

type of reflections appears elongated by ∼ 5% which indicates somewhat
loose packing perpendicular to the basal plane, however, all reflections which
have in-plane component have lower 2θ values than their nominal positions.
This indicates that the nanoalloyed Sb2Te3 film is slightly denser in-plane
than the crystalline counterpart.

The nuclear inelastic scattering spectrum by 121Sb in bulk Sb2Te3 have
been reported earlier [136]. In this study, we used the same instumental setup
[45] and we obtained the 121Sb nuclear inelastic spectra and the instrumental
function, i.e. time integrated nuclear forward spectra, simultaneously in
a nanoalloyed, 3 by 5 mm2, Sb2Te3 film. The elastic line was subtracted
manually and the data were further treated using a modified version1 of the
program DOS [51]. The density of phonon states were extracted from the
raw spectra and all related thermodynamical parameters were extracted both
from the raw data and the density of phonon states. The self consistency of
the procedure was confirmed by applying the conventional sum rules [50].
The 121Sb specific DPS on the nanoalloyed film, g (E), was extracted only in
grazing incident geometry and shown in Fig. 22c. For transmission geometry

1 The DOS program was modified for reconvoluting the extracted DPS with a gaussian function with
the same FWHM as the measured time integrated NFS
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Table 5: Summary of crystallographic parameters extracted from x-ray diffraction by
a nanoalloyed Sb2Te3 film in agrazing incident geometry, btransmission ge-
ometry and comparison with bulk Sb2Te3, reflection positions are calculated
from Ref. [86] using wavelength 0.142519 Å. The FWHM and the reflection
position was extracted after fiting the data with a Lorentzian profile. The
calculated interplane distance difference was calculated using the relation
δQ = (Qfilm −Qbulk)/Qbulk. The correlation length, ξ, is also given, see
text.

2θ( deg )

Reflection Sb2Te3 film δQ, % FWHM, Å−1 ξ, Å

(0 0 9)a
2.413 2.3 (2) -4.5(4) 0.15 (5) 13(4)

(0 1 5)a
2.586 2.69 (1) 3.9(1) 0.05 (1) 42(6)

(1 0 10)a
3.476 3.51 (2) 1.0(1) 0.2 (1) 10(8)

(1 1 0)a
3.815 3.82 (2) 0.1(1) 0.043 (5) 50(4)

(1 1 0)b
0.035 (5) 63(5)

Si (1 1 1)a
2.606 (1) - 0.015 (1)

the raw data are shown in Fig. 22a. Although the statistics are poor due to
limited amount of material defined by the film thickness the main features
are shown in both orientations of raw spectra.

The Lamb Mössbauer factor can be extracted using the DPS, fLM =

exp
(
−ER

∫∞
0
g(E)
E

1+e−βE

1−e−βE
dE
)

where ER the recoil energy and β = (kBT)
−1

where kB is the Boltzmann constant and T is temperature. In the Debye approx-
imation the fLM in bulk Sb2Te3 using a Debye temperature of 135 K is 0.41
at 20 K and decreases to 0.30 at 40 K. The extracted Sb specific fLM at 40 K,
0.18(5), on elemental modulated Sb2Te3 decreases dramatically with respect
to the bulk counterpart. Thus, partial non crystallinity [137] further decreases
the fLM by 0.12. The Sb specific mean force constant, 〈Fi〉, is obtained from
the second moment of the DPS, 〈Fi〉 = mR

∫∞
0 g (E)E

2dE/ h2 = 52(2) N/m,
where mR is the resonant nuclear mass. The inset to Fig. 22 shows the Debye
representation, g(E)/E2. In the Debye representation, both crystalline and ele-
mental modulated Sb2Te3 follow almost the same behaviour. However, the De-
bye level, limE→0

g(E)
E2

, slightly increases in the elemental modulated Sb2Te3
structure with respect to crystalline Sb2Te3. The average speed of sound, vs,
can be extracted from the 121Sb Debye level using limE→0

g(E)
E2

= mR
2π h3ρvs

,
where ρ the mass density. In this study the long wavelength limit is set to
3.5 meV. The extracted average speed of sound in grazing incidence geometry
using that the mass density is 5% decreased with respect to the bulk value,
6.48g/cm3, is 1.74(2) km/s.
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3.4 discussion

Crystalization along the basal plane of layered structures has been reported in
literature [138]. Shrinkage of in-plane distances with simultaneous extension
of the out-of-plane lattice constants is characteristic of partially crystallised
films obtained by modulated deposition. The non complete crystallinity of the
sample studied in this work is confirmed not only by the enlarged FWHM of
the observed crystallographic reflections but also by the reduction in the fLM.
In glasses, the fLM appears reduced mainly due to lower elastic moduli and
lower mass density compared to crystalline counterparts [139]. However, such
modulated deposition compounds do not possess all properties of glasses,
such as excess vibrational modes in the low energy range of the density of
phonon states, because they still exhibit periodicity.

Phonon modes at the Γ point in bulk crystalline Sb2Te3 have been cal-
culated from first principles [93]. The IR active A2u(3) mode, 18 meV, and
the Raman active A1g(2), mode, 20 meV, correspond predominantly to Sb
displacement along the c-axis. The extracted Sb specific DPS in elemental
modulated Sb2Te3 films does not change significantly from its bulk counter-
part. The extracted speed of sound coincides in bulk sample and elemental
modulated film. This coincidence results from both the reduced mass density
and the increased Debye level in the elemental modulated film with respect
to the bulk counterpart. A slight decrease is observed in the acoustic cut-off
energy, from 8.5 meV to 8 meV see Fig.22. This indicates that once the layered
structure is formed, even before the crystallization is fully established, the
main features in the DPS already emerge. In case crystallisation starts, mis-
leading results related to preferred orientation might appear in anisotropic
structures. Orientational dependence of the DPS has been observed earlier
in anisotropic single crystals [52], however, this is not the case in this study
since no obvious difference in the raw nuclear inelastic spectra as well as no
strong film reflections have been identified.

The intraplane vibrational mode closest to the interlayer A2u(3) and A1g(2)
modes is the mixed Sb-Te Raman active Eg(2) at 14 meV. This indicates that,
the elastic anisotropy defined by the energy spacing between inter- and intra-
layer modes is not as pronounced in Sb2Te3 as in typical layered structures,
see for e.g. [124]. In addition, the ratio of interlayer to intralayer spacing is a
rough but revealing structural measure of the layerlike character of the crystal.
The higher this ratio is, the weaker the expected layer-layer coupling relative
to intralayer bond becomes. In this study not only is the interlayer distance
elongated by ∼ 5% but also is the intralayer spacing compressed by ∼ 0.2%
with respect to crystalline Sb2Te3. Slight decrease has been observed in the
DPS extracted force constants which might be related to the interlayer force
constants since the intralayer distance has not been changed significantly.
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Figure 22: The nuclear inelastic spectra (lines) and the time integrated nuclear for-
ward scattering, NFS-instrumental function (dashed lines), obtained in the
elemental modulated Sb2Te3 film in two orientations. (a) with the incident
wavevector, kin, perpendicular to film surface and (b) with kin parallel to
the film surface. (c) shows the density of phonon states extracted with kin
parallel to the film surface (red) and the DPS measured on bulk Sb2Te3.
Inset: Debye level calculated from the Sb specific DPS measured in Sb2Te3.
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To corroborate the significance in the reduction of the acoustic cut-off
energy an estimate in the macroscopically measured thermal conductivity

is given using the relation extracted by Slack [119], κL = AMθ
3
a V
1/3
at N

1/3

γ2T
,

where M the average atomic mass, θa the acoustic mode Debye temperature,
N the number of atoms per primitive cell, Vat the volume per atom, γ the
Grüneisen constant, T is the temperature and A ≈ 3.1 · 10−6 is a collection of
physical constants. Because the measured DPS on the elemental modulated
film is almost identical to the crystalline counterpart the vibrational energy
defined Grüneisen parameter, γ = − dlnE

dlnV , is expected to be the same in
first approximation. Thus, we assume that, γ = 1.7 [136]. The 5% increase
of the volume per atom Vat, which is related to the corresponding decrease
in the mass density in the elemental modulated film, does not increase κL
by more than 1% in the film. However, the acoustic cut-off energy in the
film appears ∼ 6 % decreased, from 8.5 meV to 8.0 meV, with respect to the
bulk counterpart. We thus suggest that the lattice thermal conductivity in
partially crystalline elemental modulated Sb2Te3 films is ∼ 15 % reduced
with respect to bulk Sb2Te3. Macroscopically measured thermal conductivity
data on a similar samples exist [130]. The measured cross plane thermal
conductivity, 1.6 W/m/K, has a lattice contribution apart from the lattice
contribution and an electronic contribution as well. The observed reduction in
thermal conductivity from the bulk value, 2.4 W/m/K, at room temperature
[117] can be attributed both to the reduction of the electronic and the lattice
contribution by almost the same amount, 17% and 16% respectively.

Combined lattice dynamics characterization using nuclear inelastic scatter-
ing by 121Sb and x-ray diffraction on an elemental modulated Sb2Te3 show
that in Sb2Te3 the main features in the density of phonon states are related
to the layered of the crystallographic structure. The correlation length even in
the as grown state is finite. The interlayer force constant shows an interlayer
distance dependence. Reduction in macroscopically measured thermal con-
ductivity on similar samples might be related equally to the reduction of the
electronic and lattice contribution.



4P H O N O N S P E C T R O S C O P Y I N B I S M U T H T E L L U R I D E
N A N O W I R E A R R AY

The lattice dynamics in 56 nm diameter Bi2Te3 nanowires embedded as an
array in a self-ordered amorphous alumina membrane were investigated
microscopically using 125Te nuclear inelastic scattering. For the first time
the element specific density of phonon states is measured on nanowires in
two perpendicular orientations. In line with single crystalline Bi2Te3 the
prominent peak in the Te density of phonon states at 13 meV is orientation
dependent. Combined high energy synchrotron radiation diffraction and
transmission electron microscopy was performed on the same sample and the
crystallinity was studied. Nanowires grow almost perpendicular to the c-axis
and some of the appear twinned along the c-axis. This results in highly texture
in one orientation and nearly isotropic scattering in the other. The much lower
average speed of sound at 40 K, 1.36(2) km/s, measured in 56 nm diameter
Bi2Te3 nanowires as compared to 1.75(1) km/s in bulk Bi2Te3 is related
to confined dimensions. The predicted decrease in the macroscopic lattice
thermal conductivity by 50% due to confined cross section is primarily related
to the reduced speed of sound and is corroborated by earlier macroscopic
data.

4.1 introduction

Theoretical foundations on nanoscale systems exist [140] and are routinely
used to predict enhancement in thermal [141], electrical [55], and mechanical
[142] properties of the investigated material. Recently, owing to rapid progress
in nanostructuration technology the attention of scientific community was
redrawn in the microscopic characterisation of low dimensional structures.
Among the nanoscale systems, 2d nanomaterials such as graphene [143] and
transition metal oxide nanolayers [144] are of great technological importance.
The traditional 2d nanomaterials [145] have a thickness in the order of a
few nanometers and length in the order of microns which makes them
candidates not only for direct applications but also as building blocks of
artificial structures.

In 1993, Hicks and Dresselhaus [59, 60] reported a significant enhance-
ment in the thermoelectric figure of merit [146], zT , both in two- and one-
dimensional nanostructures below d = 3 nm, where d is the dimension of
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confinement, due to effective mass of charge carriers. After their study a
great number of experimental studies was dedicated to the realisation of the
asymptotic d−2 enhancement of zT . A definitive experimental confirmation is
nevertheless, still lacking. A recent study by Cornett and Rabin [61] on semi-
conducting nanowires deals has investigated the electrical properties, but no
clear enhancement of the electrical properties were suggested for nanowires
with several nm diameter. Arguably, the electronic mean free path is orders of
magnitutde shorter than that of phonons, thus in first approximation no clear
effect in electronic properties was expected for d of hundred nm [147, 148].

Tetradymite structured chalcogenides exhibit, in addition to thermoelectric
power conversion properties, a reversible phase change from crystalline to
amorphous phase induced by temperature or electric field [53, 54]. Because
the phase change is accompanied by a large resistance or reflectivity change
such materials are considered candidates for future nonvolatile memory appli-
cations [71]. Thermal conductivity plays and important role in phase change
applications [102] because it is related to the read - write time. Hence, tailoring
the macroscopic properties of an array of low dimensional chalcogenides is
not only of importance for fundamental reasons but it has a potential impact
in information technology and power generation.

Experimental techniques which give access and measure directly the den-
sity of phonon states in bulk structures are limited to inelastic scattering of
neutrons and x-rays. However, in nanostructures due to the limited amount
of material and the complexity in handling, inelastic x-ray scattering is prob-
ably currently the only choice for investigating microscopically the lattice
dynamics.

The phonon properties in an ensemble of 56 nm diameter nanowires em-
bedded in a self ordered amorphous alumina membrane are the focus of this
study. The lattice dynamical characterization was based on nuclear resonance
inelastic scattering [149] using the 125Te resonance [84]. In order to avoid mis-
interpretation and complement the dynamical properties a combined detailed
structural characterization was conducted both of the ensemble, using high
energy synchrotron radiation, and of individual nanowires, using electron
scattering. Clues are obtained that a reduction in thermal conductivity should
primarily be related to the reduced speed of sound.

4.2 experimental method

We prepared 125Te enriched Bi2Te3 nanowires embedded in an anodic self
ordered alumina membrane [150] using a novel pulsed electrodeposition
technique described elsewhere [151]. In this work, the alumina membrane had
nominal pore diameter of 50 nm with nominal interpore distance of 100 nm.
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The aqueous electrodeposition solution was formed by dissolution of bismuth
(III) nitrate pentahydrate and 80% 125Te enriched tellurium powder in the
appropriate ratio. Based on previous studies [152], the reduction potential
was set to −200 mV in fixed pulses of 10 ms and the relaxation potential at
80 mV for 50 ms. All measurements reported in this study were carried out
on small fragments with area of 5 mm x 3 mm taken from the same alumina
membrane.

In order to verify the crystallographic phase purity, diffraction using syn-
chrotron radiation was performed at the 6-ID-D station of the Advanced
Photon Source on bundles of nanowires inside an intact template. Measure-
ments were carried out at 295 K in two orientations, (i) with the incident k
vector parallel to the nanowire axes, called transmission geometry and (ii)
with the incident k vector perpendicular to the nanowire axes, called grazing
incidence geometry. Data was collected using an amorphous Si area detector
of 2048 x 2048 pixels (pixel size: 200 µm). The wavelength was 0.142519 Å and
the sample detector distance of 1715.5 mm was calibrated using diffraction
from NIST Si 470c.

Single nanowires from the same sample were characterised by selectively
dissolving the alumina matrix using a mixture of 6 wt.% H3PO4 and 1.8 wt.%
H2CrO4 for several days at 40 degree Celcius. The nanowire suspension
was deposited on holey grids and dried at room temperature. A Zeiss 912Ω
Transmission Electron Microscope, TEM, with a LaB6 gun was used, operated
at 120 kV having a point resolution of 0.37 nm and an energy resolution of
1 eV. Crystallinity and grain orientation were analyzed by electron diffraction
patterns for which a SAED aperture was used and high-resolution images
with strongly excited {0 0 l} Bragg reflections were acquired.

The diameter of the wires was measured using a Scanning Electron Micro-
scope, SEM, on single nanowires. In addition, the chemical composition was
determined by Energy-Dispersive X-ray spectroscopy, EDX, in (i) a SEM with
an accuracy of 0.5 at.% using bulk Bi2Te3 calibration standards and (ii) in
the TEM using bulk calibrated Cliff Lorimer k factors. Chemical analysis by
EDX in the SEM and TEM were in agreement. For EDX spectra acquisition
a spot size of 32 nm was used. Quantitative chemical analysis was carried
out by applying the Cliff-Lorimer method [153]. The Cliff Lorimer k factors
were calibrated by combined EDX spectroscopy in the TEM and electron
probe microanalyses, EPMA [154]. The integrated counts, N, under the Bi-L
and Te-L edges were larger than 15000 yielding a maximal statistical error
of σN/N = 0.8% (Poisson statistics) for the determination of the local molar
fractions.

The lattice dynamics were investigated by means of nuclear inelastic scat-
tering using a backscattering sapphire single crystal monochromator [45, 84]
with a resolution of 1.1 meV for, 35.49keV, 125Te resonance. Several spectra,
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on the same sample and for both orientations for which diffraction patternes
were acquired, were recorded in 16-bunch mode at the nuclear resonance
station ID18 [155] of the European Synchrotron Radiation Facility. In order to
minimise multiphonon contributions the measurements were carried out at
40 K.

4.3 results

4.3.1 Morphology and crystallinity

The precise chemical composition was measured by EDX in the TEM. EDX
spectra were acquired on several nanowires and an average Te and Bi mole
fraction of 64.6 at.% and 35.4 at.% was determined respectively. Control of
the chemical composition in nanowires is still an open issue however our
previous investigations [144] revealed that deviations in the order of 6 to 7%
for the ideal stoichiometry in similar nanowires affect primarily the electric
propertries. Fig. 23 shows the expected Bi and Te lines in addition to Cu, Fe,
C, Cr, and Al x-ray lines. The additional x-ray lines are coming either from
well-known instrumental artifacts [154], i.e. Cu, Fe and C, or from dissolving
the alumina template, i.e. Cr and Al. An oxygen peak was not observed and
therefore there is no sign of surface oxidation.

It was found that the average wire length was 16 µm and appeared rel-
atively homogeneous with no hint of overgrowth outside of the template
pores as well as no hint of surface roughness. The estimated diameter using
similar SEM images varies between 53 and 59 nm. To increase our resolution
in wire diameter determination we have used two-beam dark-field images
in the TEM and the estimated diameter was found in the same range. Fig.
23f shows a high resolution diffraction pattern of a wire in a pole orienta-
tion. The {0 0 l} reflections are clearly seen and an angle of 85 deg between
the crystallographic c-axis and the nanowire axis was determined. Electron
diffraction patterns observed at different points of several nanowires revealed
single crystallinity over a length of 15 µm. In addition to single crystalline
nanowires, Fig. 23d, twinned nanowires coming from the same template were
observed using TEM high resolution diffraction. The twinning plane, which
is located near the center of Fig.23e, is identified as the revearsal of stacking,
180 deg rotation of the crystal, about the 〈0 0 1〉 direction commonly observed
in rhombohedral systems.

X-ray diffraction by a fragment of the alumina template filled with Bi2Te3
nanowires were obtained in two perpendicular orientations: (i) in transmission
geometry and (ii) in grazing incidence geometry. Note that because the
template is amorphous no contribution is expected in the diffractograms.
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Fig. 24a,c show the detector patterns in circular cordinates obtained in both
orientations. For sake of simplicity a half detector image is shown here. Both
detector patterns should be interpreted as follows: the radial distance from
the beam center corresponds to the scattering angle 2θ and the circular angle
at certain radius corresponds to the azimuthal angle φ. Thus, apart from
typical information related to structural properties, insight in preferential
wire growth was obtained. From both detector patterns the one dimensional
diffractograms were extracted after radially integrating the intensities at all
azimuthal angles for a certain 2θ, see Fig. 24b. The diffraction patterns in
both orientations are indicative of a rhombohedral lattice (R3m, #160). In
transmission geometry the observed Debye - Scherrer rings reveal isotropic
scattering and the diffraction pattern was refined using Fullprof [40]. The
expected powder diffraction intensities of the (0 0 6), (1 1 0) and (1 1 15)

reflections was not explicitly reproduced which indicates preferred orientation.
The preferred orientation was corrected by the March-Dollase multiaxial
function [89] with the assumption that the preferred orientation planes were
the (0 0 6), (1 1 0) and (1 1 15) planes. The obtained March-Dollase coefficient
r was 0.283(3), 0.246(1) and 0.243(4) respectively; random oriented powder
sample have r = 1. After the preferred orientation correction the resulting
Bragg R-factor was 10.4%. The lattice parameters obtained at 295 K are a =

4.3824(1) Å and c = 30.2588(1) Å. Although the lattice parameter along the
a-axis is in excellent agreement with the corresponding in bulk Bi2Te3 [156],
the lattice parameter along the c-axis appears ∼ 1% reduced compared to the
bulk counterpart.

In grazing incidence geometry the same lattice constants have been ex-
tracted. However, strongly anisotropic scattering is observed in the azimuthal
distribution. The detector pattern appears highly symmetric around 270 deg.
The (0 0 6) out of plane reflection yielded a triplet of equal intensity peaks
at 264.5(1) deg, 269.8(1) deg and 275.2(1) deg. The peak positions were ex-
tracted after simultaneous fitting of three Lorentzians with an azimuthal full
width at half maximum, FWHM, of 3.8(2) deg. This observation indicates
that there are two additional c orientations discretely located at ±5.4 deg
from the nominal growth direction. On the other hand, the basal plane {1 1 0}

reflections, at 329.4(1) deg and 210.2(1) deg, are superimposed with diffuse
scattering intensity. These reflections have equal intensity, the same azimuthal
FWHM of 2.7(1) deg and ∆φ = 59.6 deg with respect to the central (0 0 6)

reflection. An extra reflection of the same type appears at azimuthal angle
of 269.9(1) deg with similar FWHM but with half intensity. In addition to a
broad reflection, FWHM 4.6(1) deg, around 180 deg (or for symmetry reasons
around 360 deg), the composite {1 0 1} type of reflections show two narrower
ones, FWHM 3.5(2) deg, at 240.7(1) deg and 298.7(1) deg. The {0 1 5} and the
{1 0 10} type of reflections appear as quartets in Fig. 24a.



Figure 24: Diffraction of synchrotron radiation obtained on an array of Bi2Te3
nanowires with diameter of 56 nm embeded in a self ordered amorphous
alumina membrane. (upper figure) shows the diffraction configuration. (a)
shows the Debye - Scherrer rings recorded using a two dimensional area
detector in grazing geometry versus the azimuthal angle φ. (c) shows the
azimuthal projection of the Debye - Scherrer measured on the same sample
in transmission geometry. (b) shows the extracted diffractograms (red points)
and the refinement (black line).
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4.3.2 Lattice dynamics

The nuclear inelastic scattering spectra from 125Te enriched bulk and single
crystalline Bi2Te3 have been recorded earlier [136]. In this study, we used the
same instumental setup [45] and we obtained the 125Te nuclear inelastic spec-
tra together with the time integrated nuclear forward spectra, i.e. instrumental
resolution, in an ensemble of Bi2Te3 nanowires. The instrumental resolution
had a Lorentzian shape with full width at half maximum of 1.1 meV. After
subtraction of the elastic peak, a modified version1 of the program DOS [51]
was used to extract the density of phonon states. The self consistency of the
procedure was confirmed by applying the conventional sum rules [50] and
all thermodynamical parameters were extracted both from the raw data and
the DPS. The 125Te specific projected DPS on the nanowire ensemble, g (E),
was extracted in both orientations and shown in Fig. 25. Data shown in Fig.
25a was measured in the same orientation, i.e. transmission geometry, as data
shown in Fig. 24c, the same holds for the grazing incidence geometry. The
DPS in transmission geometry shows enhanced statistical noise and increased
error bar compared to grazing incidence geometry. This is due to limited
amount of material defined by the nanowire length.

From the DPS a series of thermodynamical parameters can be obtained.

The Lamb Mössbauer factor, fLM = exp
(
−ER

∫∞
0
g(E)
E

1+e−βE

1−e−βE
dE
)

, where

ER is the recoil energy, β = (kBT)
−1 where kB is the Boltzmann constant,

and T is temperature, is closely associated with the lattice dynamics and
the purely incoherent mean square Atomic Displacement Parameters, ADP〈
u2
〉
= −lnfLM/k

2, where k the wavenumber of the resonant photons. The

extracted fLM from NIS as well as the ADP are 0.34(1) and 3.29 · 10−3Å
2

in grazing incident geometry, respectively. In transmission geometry, fLM
is 0.32(1). In addition, the Debye temperature is obtained directly from the
DPS using the expression θ2D = 3/

(
kB

∫∞
0 g (E)dE/E

2
)

valid in the high
temperature limit. The obtained Debye temperature for Te in both orientations
is 145(1) K. The Te specific mean force constant, 〈Fi〉, is obtained from the
expression 〈Fi〉 = mR

∫∞
0 g (E)E

2dE/ h2, wheremR the resonant nuclear mass.
The obtained values are 61(1) N/m in grazing incidence and 56(1) N/m in
transmission geometry. Inset to Fig. 25 shows the Debye representation,
g(E)/E2 in the two orientations as well as in the bulk sample. The Debye level,
limE→0g(E)/E2, increases in nanowires as compared to bulk samples. The
average speed of sound, vs, can be extracted from the 125Te Debye level using
limE→0g(E)/E2 = mR/2π h3ρvs, where ρ the mass density. In this study the
long wavelength limit is defined using the acoustic mode composition factor

1 The DOS program was modified for reconvoluting the extracted DPS with a gaussian function with
the same FWHM as the measured time integrated NFS
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[135], e2ac = mR/MΣ, whereMΣ the total molecular mass. The total molecular
mass of Bi2Te3 is 800.7 amu. The area of three acoustic modes is equal to
mR/MΣ = 0.16. The integral over the density of phonon states reaches this
value at 6 meV. The extracted average speed of sound is 1.29(3) km/s in
grazing incidence geometry and 1.36(2) km/s in transmission geometry.

4.4 discussion

The binary system BixChy (Ch= Te or Se) display several phases in the
compositional range between 40 and 70 at.% Bi [157]. This wide variation
of chemical composition have been theoretically explained in BixSey by the
approximately zero formation energy difference between all the phases [158].
Remarkably, all BixTey phases crystallise in rhomohedral symmetry with very
similar in-plane lattice parameter, a, however, the out-of-plane lattice param-
eter, c, is distinctive [159]. This effect is confirmed from our measurements
and only the lattice constant along c-axis appears ∼ 1% reduced compared
to the bulk counterpart. Not only does the chemical composition affect the
phase in which the material crystallizes but also the sample treatment, e.g.
shear deformation during hot-pressing [55] is a key factor. In this study,
we identified twins using TEM diffraction on several wires formed during
sample growth. The twinning plane corresponds to 180 deg rotation of the
unit cell around the c-axis. Similar twinning plane has been reported earlier
by Medlin et al. [160] on Bi2Te3 nanocomposited samples prepared using
current assisted sintering,. however, the precise chemical composition after
sintering is not given. Thus, we cannot attribute the formation of twins neither
to off stoichiometry nor to sample growth conditions. This type of twinning
is well known in rhombohedral symmetry and allows both −h+ k+ l = 3n,
indicated as m-type, and h− k+ l = 3n indicated as t-type, where h, k, l are
the Miller indices of rhombohedral unit cell in the pseudohexagonal notation
and n is integer. However, even with the additional information of unit cell
twinning the reflection indexing of our detector pattern, see Fig. 24a, using
only the interplanar angles [161] between the detected reflections and the
(0 0 6) reflection appears puzzling. For example, the nominal angles between
the {0 0 l} and the (1 0 1) or the (0 1 5) type of reflections are 82.9 deg and
58.1 deg, respectively. However, in our diffraction pattern additional reflec-
tions with different azimuthal angles belonging to (1 0 1) and (0 1 5) type
of reflections are shown. In diffraction of high energy synchrotron radiation,
due to very high penetration depth2 a superposition of diffraction patterns is
obtained from different single crystalline nanowires embedded in the same

2 The estimated transmission of synchrotron radiation with energy of 86.9 keV in a 3 mm thick
sample of Bi2Te3 is 1 %.
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template. In order to understand our raw detector images the texture sim-
ulation program Anaelu [162] was used and a rotational system composed
of three angles, namely x, y, z, around the corresponding coordinate sys-
tem was introduced. In grazing incidence geometry, the c-axis was almost
perpendicular, x between 89 and 91 deg relative to the nanowire axis. The
angle z was between −5 and 5 deg and accounting for the triplets in the
{0 0 l} reflections. The y angle defined as the rotation around the c-axis was
between 328 and 332 deg. This unit cell orientation resulted in simulation of
all major reflections. The detector pattern in transmission geometry indicates
that the (0 0 6) reflection is isotropically distributed in the scattering plane,
see Fig. 24c, Therefore, a composite rotation by 360 deg around the nanowire
axis was applied to describe the total pattern. In this case, the {0 1 5} type of
reflections shown in Fig. 24a can be indexed as (1 0 -5)m at φ = 322.1(1) deg
and (-1 0 -5)t at φ = 217.5(1) deg. The former correspond to a nanowire
sub-ensemble with x ∼ 90 deg and y ∼ 330 deg. The reflection appearing at
φ = 297.8 deg can be indexed as (1 -1 5)t and at φ = 241.7(1) as (0 -1 -5)m,
however, the origin of these reflections is different. They come from another
nanowire sub-ensemble which is rotated by 90 deg around the nanowire axis.
Similar indexing is applicable for the {1 0 10} type of reflections. To substanti-
ate the simulation of diffraction patterns, we rotated the beam direction by
90 deg by keeping the same wire orientation and we obtained similar detector
image as in Fig. 24a. In summary, the array of 56 nm diameter and 16µm long
Bi2Te3 nanowires embedded in an amorphous alumina membrane exhibits a
complex diffraction pattern due to preferred orientation during the sample
growth as well as due to twinning which might be related either to chemical
composition or effective conditions during electrodeposition. The nanowire
growth direction is along 〈1 0 1〉 direction and the c-axis is perpendicular
to the wire axis. The nanowire array shows powder like diffraction pattern
in one orientation and composite single crystal like diffraction pattern in
the perpendicular orientation. It, thus, gives us the possibility to study the
influence of phonon transport both due to nanostructuration as well as due
to preferred orientation on the same sample.

Previous studies of thermal transport in nanowires with diameter in the
range of several nm revealed phonon confinement in the nanowire cross
sectional area [163] as well as by surface roughness [164]. Finite size effects
were predicted to cause a significant frequency shift or a lineshape broadening
[165]. Nevertheless, misleading artifacts of instumental origin resulting in
such effects were identified and explained in germanium nanowires [65]. To
the best of our knowledge, no complete experimental study exists on the
density of phonon states in nanowires due to experimental limitations, e.g.
sample amount and handling. First, no obvious changing phonon lifetime
in scattering data is observed. The influence of defects and doping on the
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phonon lifetime of optical phonons has been studied in carbon nanotubes [166]
. It was shown that irrespectively from the electronic properties the optical
phonon lifetime extracted from the Raman linewidth decreases to ∼ 0.4 ps at
an estimated crystallite size of 130 nm. In bulk Bi2Te3 the acoustical energy
cut-off is around 6 meV [136]. The prominent peak at 13 meV in the Te DPS is
the IR active mode A2u(2) which corresponds to pure Te displacement along
the c-axis. The optical phonons in Bi2Te3 do not contribute significantly in
thermal conduction [116]. In nuclear inelastic scattering, both the absorption
probability and DPS depend on the orientation of the incident radiation
relative to the crystallographic axes [135]. Orientational dependence of the
projected DPS has been observed earlier in anisotropic single crystals [52]. In
transmission geometry the nanowire array resembles an isotropic material
as it was shown in diffraction of synchrotron radiation. In grazing incidence
geometry the sample appears crystallographically anisotropic. Only phonons
which have a polarization component parallel to the wavevector of the incident
photons are probed. This is the reason why the measured optical phonons
around 13 meV deviate significantly from its counterpart in the bulk. A
substantial decrease in speed of sound, of the order of 22% has been observed
between our nanowires in transmission geometry at 40 K and bulk samples
measured at 20 K. Our microscopically extracted speed of sound can be
directly compared to reference elastic constants data measured on single
crystals using the Voigt average [37]. At 40 K the upper limit of the average
speed of sound using Bi2Te3 mass density of 7.86 g/cm3 is 1.918 km/s [136].
Temperature effect does not change, between 20 and 40 K does not change
the speed of sound. Hence, the observed difference in the speed of sound
between bulk and Bi2Te3 nanowires in the transmission geometry is attributed
to confinement due to nanowire cross section. The integral of the DPS in
both orientations should be the same because is related to the vibrational
degrees of freedom. Therefore, the broadening of the A2u(2) mode in the
grazing incident geometry due to crystallographic anisotropy causes a further
reduction in the speed of sound. Force constant is calculated from the second
moment of the DPS. Thus, excessive vibrational states in the high energy
limit result in higher force constant, which is the case for the grazing incident
geometry. Thus in grazing incident geometry the reduction in the speed of
sound is not attributed to confinement.

Theroretical investigations on the DPS in amorphous alumina [167] were
recently reported. According to these calculations the DPS of amorphous
alumina follows the Debye law until 20 meV where a boson peak related
to amorphous state appears. The main phonon modes appear between 24
and 120 meV, see Fig. 25. The alumina template in this case is behaving
as an isotropic elastic medium without any intereference with the bismuth
telluride phonons. Note that the thermal conductivity at room temperature
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of the alumina template [168], 1.3 W/m/K, is in the same range with the
thermal conductivity measured on similar Bi2Te3 nanowires [169] and thus
direct integration of nanowires in functional devices inside the template is
not desirable because of the heat leakages.

Thermal conductivity data on bulk Bi2Te3 has been measured and show
a variation as function of Te composition [170]. However, this variation is
attributed mainly to electronic part of thermal conductivity. Thus, slight
off-stoichiometry does not influence signifiantly the lattice part of thermal
conductivity. In first approximation, the lattice thermal conductivity, kL,
depends on the specific heat at constant volume, CV, the sound velocity, vs,
and the phonon lifetime, τ, and can be expressed in the simple kinetic gas
theory by kL = CV · v2s · τ/3. The low thermal conductivity in bulk bismuth
telluride is ascribed to the combination of low speed of sound and low
acoustic cut-off energy [136] and yields 1.6 W/m/K at room temperature
[117]. In this study, no change in the phonon lifetime but a 29% decrease in
the speed of sound has been identified in transmission geometry compared
to bulk. Hence, the lattice thermal conductivity along the nanowire axis
related to confined cross section is expected to decrease by 50%. Indeed a
similar decrease, between 28 and 57%, has been reported for macroscopic
measurements between bulk and Bi0.485Te0.515 nanowires[169]. In summary,
the reduction in macroscopically measured thermal conductivity on Bi2Te3
nanowires with diameter around 50 nm is mainly related to the reduction of
lattice thermal conductivity.





5L AT T I C E I N S TA B I L I T I E S I N B U L K E U R O P I U M
T I TA N AT E

Our detailed structural and lattice dynamical investigations of the bulk cubic
perovskite EuTiO3 reveal a lattice instability close to room temperature. The
low temperature phase is associated with anharmonic europium displace-
ment and has a significant impact on the lattice dynamics. This result is in
agreement with recent first principle calculations predicting polymorphism
in EuTiO3.

5.1 introduction

Perovskites exhibit cubic symmetry, with space group Pm3̄m, at high tem-
perature with a large flexibility of site occupancy, indicated in the chemical
formula ABX3±δ, by a broad range of elements, on the A and B sites [171]
and flexibility in oxygen stoichiometry on the X site [169]. The oxygen sites
in the perovskites’ unit cell are forming interconnected octahedra [172], the
rotation of which are potentially responsible for distortions away from the
cubic symmetry and for structural phase transitions. Ba, Sr, and, to a lesser
extend, Eu perovskite titanates have attracted significant interest owing to
their ferroelectric properties and their potential applications in information
technology. EuTiO3 is a quantum paraelectric perovskite like SrTiO3, with
however magnetic cations on the A-site, which undergoes a transition to a
G-type antiferromagnetic phase below 5.3 K [173, 174]. Recently, ferroelectric
instabilities on EuTiO3 films [144] under 1% of both compressive and tensile
stress were reported. However, in bulk EuTiO3 the cubic Pm3̄m structure
was reported [175] to be stable down to LHe temperatures. Only recently
some hint of a phase transition at 284 K was published [176, 177] revealing
structural disorder between 282 and 200 K and the appearance of antifer-
rodistortive tetragonal I4/mcm structure. These unexplained results require
clarification by detailed microscopic and macroscopic experimental investi-
gations. Coexistent short range phases summing up in the long range to an
average structure have been reported both in manganites [178] and titanates
[179].

Recent first-principle calculations [180] in EuTiO3 show that the Pm3̄m
symmetry is unstable at the M- and R- high symmetry points of the Brillouin
zone with respect to the rotation of the oxygen octahedra. The lattice insta-
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bilities are removed when the structure relaxes in one of three symmetries:
tetragonal (space group: I4/mcm), orthorhombic (space group: Imma) or
rhombohedral (space group: R3̄c). Although all aforementioned symetries
exhibit well separated relaxation energies between −25 and −27 meV with
respect to the cubic symmetry, the energy difference among them is very
small and allows in fact polymorphism [180].

In this study we present a detailed investigation of the phase purity, the
crystallinity and the lattice dynamics in bulk polycrystalline EuTiO3 using
both microscopic and macroscopic measurements. We demonstrate that a
lattice instability related to europium anharmonic displacement appears close
to room temperature with significant impact in the lattice dynamics of the
system. Based on our data we attribute the observed lattice instability to the
theoretically predicted polymorphism.

5.2 preparation

Phase pure EuTiO3 polycrystalline samples were prepared using a stoichio-
metric ratio of precursors (Eu2O3 99.99%; and Ti2O3 99.9%). The mixture was
homogenised in a planetary ball mill, cold isostatically pressed at 300 MPa,
and sintered in pure hydrogen at a temperature of 1400 °C for 2 hours. The
details of pellets processing are given elsewhere [181]. The sintered pellets
had a relative density of 80%. All measurements were performed on small
pieces or powder taken from the same pellet.

5.3 results and discussion

To verify the crystallographic phase purity and to check for a potential
structural transition related to the M- and R- high symmetry points of the
Brillouin zone, temperature dependent powder diffraction was carried out
between 10 and 300 K using high-energy synchrotron radiation at station 6-ID-
D/APS. The wavelength of the measurement was 0.142013 Å and the overall
precision including sample size and detector pixel was ∆dd ∼ 5.0 x 10−3. No
peak splitting was observed. The data were refined with Fullprof [40] using the
Rietveld method. A refinement of a typical diffractogram, with Rwp = 8.3 %,
is shown in Fig.26. All observed reflections were identified in all possible
symmetries. In order to account for any resolution limited satellite reflection
the FWHM of all reflections was studied using a Lorentzian profile. The
extracted FWHM between 10 and 300 K of selected reflections (indicated in
Fig.26 by R1 ≡ (3 1 0) in Pm3̄m or {(1 3 4),(1 2 8)} in R3̄c or {(1 1 6), (3 3 2),
(4 2 0)} in I4/mcm or {(0 6 4), (2 6 0), (0 2 12), (2 0 12), (6 2 0), (6 0 4)} in
Imma and R2 ≡ (3 1 1) in Pm3̄m or {(0 4 2), (2 2 6), (0 2 10)} in R3̄c or
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Figure 26: Rietveld refinement (black line) of a typical EuTiO3 diffractogram (red
points) at 300 K measured using synchrotron radiation and refinement
residuals (blue line). Inset: the extracted temperature dependent lattice
parameter (pointsize defines errorbars) in cubic symmetry and the Full
Width at Half Maximum (FWHM) of certain reflections (R1 and R2) are
given.

{(4 2 2), (2 0 6)} in I4/mcm or {(2 6 4), (2 2 12), (6 2 4)} in Imma) are shown
in the inset to Fig.26. The FWHM of all the examined reflections show the
same broadening upon cooling. Although this observation might be indicating
departure from cubic symmetry, it does not give further information on the
establishment of a new crystallographic symmetry. The inset to Fig.26 shows
also the extracted lattice parameter in cubic symmetry which is in excellent
agreement with reference data [175]. Linear thermal expansion is observed
between 100 and 300 K. The calculated volume thermal expansion coefficient,
αV, after fitting the lattice parameter with a linear function normalised to
the lattice parameter at 300 K is αV = 9.92 x 10−6 K−1. Minor deviations
from linearity are observed between 200 and 270 K, see inset to Fig.26, which
might support the claim of instabilities in this region. A priori, a traditional
phase transition is however not established because no obvious sign in the
performed measurements has been observed.

The phase purity was extensively investigated using 151Eu-Mössbauer
spectroscopy. Temperature dependent Mössbauer spectra were measured
between 90 and 325 K on fine powder of EuTiO3, 35 mg/cm2, mixed with
BN using a calibrated spectrometer, see 1. A typical Mössbauer spectrum at

1 online supplementary material
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90 K is given in Fig.27c. The data were fitted with a two component model.
The area of the second component contributes to less than 1(1) % in the total
area. The extracted isomer shift for the first component of our model was
−12.45(5) mm/s relative to EuF3, an isomer shift indicative of Eu(II). Thus,
the sample contained purely divalent Eu. The upper limit of trivalent Eu
which might escape detection is 1%. Within the Debye approximation, the
Lamb - Mössbauer temperature ΘLM = 295(5) K, was calculated2 from the
temperature dependent Lamb - Mössbauer factor, fLM.

Magnetic characterization below 30 K was performed in a Cryogenics
Ltd. closed cycle measuring system. Using ac susceptibility measurements
(f = 20.4 Hz, Hac = 10 G at Hdc = 0 G) the antiferromagnetic transition was
found at TN = 5.2(1) K3 matching the antiferromagnetic transition of EuTiO3
[183]. No other magnetic transitions have been identified. Below the observed
transition, at 4.9 K, dc magnetization was measured with maximum applied
magnetic field of Hdc = 50 kG where neither hysteretical behavior nor ferro-
magnetic contributions were observed4. Combining the results of magnetic
characterization with the Mössbauer spectroscopy our sample properties are
consistent with the reported antiferromagnetic properties of EuTiO3 [183]
and preclude other europium titanates.

In order to verify claims of a striking phase transition observed in heat
capacity measurements on EuTiO3 [176] the same cryostat, Quantum Design
(QD-PPMS), utilising the same built-in calorimeter was used. Special attention
was taken on the thermal coupling between the measuring platform and the
sample [27]. Measurements of both the addenda and sample were performed
at the same temperatures between 10 and 300 K with a 0.5 K point density
in the region of interest. Every data point was measured three times and an
average value was extracted. The averaged data are shown in Fig.27b. The
measured heat capacity in EuTiO3 reveals no evidence of a structural phase
transition in contrast with what has been observed using similar techniques
in SrTiO3 [184].

To probe the lattice dynamics macroscopically Resonant Ultrasound Spec-
troscopy (RUS) [185] was used. Temperature dependent spectra in the fre-
quency range of a hundred kHz to a few MHz were recorded on a rectangular
parallelepiped sample (dimensions: 2.5 mm x 2 mm x 1.5 mm) using an in-
house spectrometer made of cylindrical Y-cut lithium niobate 0.3 mm thick
transducers (diameter 1.5 mm) inside a QD-PPMS. The isotropic elastic tensor,
C11 and C44, was extracted from the sample’s natural resonances and the
bulk, B295 K = 125 GPa, and shear, G295 K = 76 GPa, moduli were calculated.
The speed of sound extracted from RUS is shown in Fig.27f. In Fig.27g the

2 See online supplementary material
3 See online supplementary material
4 See online supplementary material
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Figure 28: (a) Probability density function distribution of the Eu-atom in the ab
plane at 180 K. (b) Shows the effective one-particle potential of the Eu atom
along the a direction (y = 0) at 320, 295, 250 and 180 K obtained from
crystallographic structure analysis. (c) The potential barrier, V0, and the
displacement from equilibrium position, 2d, (dashed line is guide to the
eye) extracted from the potential given in (b).

inverse quality factor, Qi, of a typical mechanical resonance at 590 kHz is
shown. The average speed of sound calculated from the isotropic elastic
tensor indicates 25% hardening at 300 relative to 100 K. Similar behaviour
was observed on a second sample from the same batch. Although no obvious
instability was identified both in diffraction of synchrotron radiation nor
by calorimetry, a prominent acoustical stiffening upon heating is observed
between 100 and 300 K. The accoustical stiffening is coroborated by a peak
in Qi at 290 K. A similar behaviour is observed in the real as well as the
imaginary part of Young’s modulus measurements at 100 K on SrTiO3 [182],
see Fig. 27d and Fig. 27e.

To study accurately the atomic behaviour in EuTiO3 further diffraction
experiments using neutrons were performed. Europium is a strong neutron
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absorber [186] , thus a thin homogeneous powder layer was prepared using
700 mg of EuTiO3 and placed between thin vanadium foils (0.02 mm x 1 cm x 3 cm).
Neutron scattering data were collected, with precision ∆d

d ∼ 1.5 x 10−3 at
d = 1 Å, between 10 and 300 K using the time-of-flight instruments POWGEN
[187] and NOMAD at the Spallation Neutron Source. The pair distribution
function, PDF, analysis was carried out by Fourier transformation of the
total scattering function. However, in the total scattering function diffusive
non constant background from the strong europium absorption is arising
which produces oscillations in the extracted PDF. The refinement of PDF
was conducted using PDFgui [188] between 2.5 and 50 Å. Within the limited
precision of our extracted PDF no clear change with temperature in the inter-
atomic distances of oxygen with europium or titanium is observed, see5. The
raw data were then refined with JANA2006 [38] using the Rietveld method
resulting in Rwp = 7.4%. Specifically, the atomic displacement parameters,
ADP, extracted in the harmonic approximation of Eu, Ti and O at 180 K

are 21.0(8), 7.3(5) and 7.5(5) (x10−3 Å
2
) respectively and do not show any

substantial irregularity versus temperature. In the harmonic approximation
the Eu ADP is large as compared to Ti and O. Hence, a Fourier map study
in the vicinity of the Eu was carried out. The Gram-Charlier expansion of
anharmonic atomic displacement parameters is extensively described in Ref.
[19] and has been followed in several cases of perovskite structure [189, 190].
In this study, the Eu atomic displacement parameters extracted from neutron
diffraction assuming cubic symmetry, Pm3m space group, was modeled using
a Gram-Charlier expansion of the probability density function, pGC

Eu , up to
fourth-rank tensor given in Eq. 5.1 [191].

pGC
Eu (r) = pharm

Eu (r)[1+
1

4!
D
ijkl
GC (r)Hijkl(r)] (5.1)

where r is the displacement vector of an atom from its equilibrium position,
Hijkl(r) is the Hermite polynomial of fourth order and DijklGC (r) are anhar-
monic refined parameters (the third-order cumulants, CijklGC (r) are zero, based
on the site symmetry). The use of a fourth order Gram-Charlier expansion for
the ADP [19] significantly improves the refinement. In Fig.28a the europium
probability density function at 180 K is illustrated after final refinement. It is
seen that Eu exhibits off-centering in [1 0 0] and [0 1 0] directions (and equiv-
alently in the [0 0 1] direction) with significant residual probability density in

5 online supplementary material
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the azimuthal direction. The effective one-particle atomic potential, V(r), is
related to the probability density function by the formula given in Eq. 5.2.

V(r) = −kBT ln
[
pGC

Eu (r)/pGC
Eu (r0)

]
(5.2)

where kB is the Boltzmann constant and T is temperature. In Fig.28 a section
of the Eu one-particle potential extracted according to the Eq. 5.2, along the
[1 0 0] direction for several temperatures is depicted. These sections reveal
that Eu atom exhibits temperature dependent off-centering, see Fig.28c, with
d ∼ 0.17 Å at 180 K. In addition, the boundary potential along the azimuthal
direction follows the same behaviour and flattens well before 295 K. Above
295 K, the Eu probability density function forms a plateau which indicates
increased anharmonicity. Similar refinements were conducted for the atomic
displacement parameters of Ti and O, however, the convergence failed. An
analogous double-well potential for EuTiO3 was suggested theoretically by
Bettis et al. [192].

To substantiate the observation of europium delocalization lattice dynamics
investigations based on nuclear inelastic scattering [193], NIS, of 151Eu in
EuTiO3 were performed. Several spectra were recorded in 16-bunch mode at
the nuclear resonance station ID22N/ESRF [87] using a nested monochroma-
tor [194] providing 1.5 meV resolution. Using a closed cycle displex cryostat
scans were performed at 110, 210, 295 and 360 K . The raw spectra were treated
using a modified version6 of the program DOS [51]. The 151Eu-projected
density of phonon states7, DPS, was extracted between 0 and 24 meV, see
Fig.27a, together with all the related thermodynamic parameters. The 151Eu-
projected DPS shows a single peak around 11.5 meV which is in agreement
with first principle theoretical calculations [180]. No resolvable change has
been observed in the 151Eu DPS between 210 and 360 K, see Fig. 27a. The ex-
tracted fLM agree with the Mössbauer measurements within 95%. The 151Eu
mean force constant between 110 to 360 K ranges from 78 to 70 N/m and the
NIS extracted Eu ADP are 80% of those extracted from neutron diffraction.
The fair agreement of ADP extracted from NIS and diffraction is discussed
elsewhere [195]. From the long wavelength limit, below 4 meV, of DPS the
speed of sound, νs, can be calculated, see8. The DPS extracted speed of sound
also indicates hardening of EuTiO3 versus temperature, as observed also
using RUS, see Fig. 27f. Both microscopic and macroscopic measurements
are in good agreement. The 10% deviation at 210 K is reproducible and we

6 The DOS program was modified for reconvoluting the extracted DPS with a gaussian function with
the same FWHM as the measured time integrated NFS

7 The natural abundance of 151Eu is 47.8 % and no further isotopic enrichment was needed
8 online supplementary material
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attribute it to the difference in the phonon energy regions probed by RUS and
NIS as well as the low mass density of our RUS measured sample.

As a result, the increase in speed of sound upon heating is verified both by
microscopic and macroscopic techniques and is in contrast to the usual soft-
ening of elastic constants upon heating [196] confirming the lattice instability
of EuTiO3 between 100 and 300 K.

In summary, the combination of the extracted speed of sound by RUS and
NIS together with pair distribution function analysis and Gram - Charlier
expansion of Eu atomic displacement based on neutron diffraction as well as
feedback from theoretical studies based on ab initio calculations provides
a clear evidence for europium delocalization which results in lowering of
the short range symmetry of the system. Short range coexistence of crystal-
lographic phases with candidate symmetries Imma, R3̄m and I4/mcm in
EuTiO3 is probably the reason for europium delocalization. Experimental
studies under high pressure on phase pure EuTiO3 might shed further light
on the exact scenario.

5.4 supplementary information

5.4.1 Mössbauer Spectra

The phase purity was investigated using 151Eu-Mössbauer spectroscopy. Sev-
eral Mössbauer spectra with 6% absorption were measured between 90 and
325 K on a homogeneous mixture of fine grain EuTiO3 powder, 35 mg/cm2,
and BN, see Fig.29a. The data were measured using a calibrated instrument in
a nitrogen flow cryostat and fitted using a two component model in order to
incorporate for any potential europium impurity related to Eu(III). A potential
second component containing Eu(III) is resolution limited to less than 1%.
The fLM related to Eu(II) follows the expected Debye behaviour with Debye
temperature given in the main text. From the same data, the isomer shift of
the majority component was extracted and is given in Fig.29b.

5.4.2 Magnetization Measurements

Divalent Eu based titanium compounds have been investigated extensively by
McGuire et al. [197] owing to their remarkable variety in magnetic properties.
Among them, pyrochlore compound Eu3Ti2O7 and Eu2TiO4 perovskite are
impurity candidates in any EuTiO3 sample. According to literature, both com-
pounds show ferromagnetic transitions around 8.7± 0.3 K [183]. However, in
our magnetization data, see Fig.30, neither ferromagnetic transition appeared
around 9 K nor is a ferromagnetic contribution present in the M−H curve
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Figure 30: Temperature dependence of the ac magnetic susceptibility measured on
cooling in sample in EuTiO3 using an oscillating magnetic field with fre-
quency f = 20.4 Hz amplitude Hac = 10 G at Hdc = 0 G. Inset shows
a M−H curve measured on the same sample at 4.9 K with maximum
applied magnetic field of Hdc = 50 kG.

below the antifferomagnetic transition temperature. As a result, within our
instrumental resolution, both Eu3Ti2O7 and Eu2TiO4 are not present in our
sample.

5.4.3 Pair Distribution Function Analysis Of Neutron Diffraction

Pair Distribution Function analysis (PDF) probes local disorder in crystalline
materials [178, 198, 199]. The PDF can be derived either from X-ray or neutron
total scattering data with advantages and disadvantages described extensively
by Egami and Billinge [200]. In contrast to Rietveld refinements, the diffuse
scattering and other background contributions are of crucial importance be-
cause a Fourier transformation is applied to the total scattering function,
in the former such contributions are treated phenomenologically. The main
information extracted from PDF without further modeling is the interatomic
distances, see Fig.31b. However, europium is a strong neutron absorber [186]
[186] which consequently introduces anomalous background in the total scat-
tering as function of the scattering angle. Hence, the Fourier transformation of
the total scattering function might introduce artifacts in the PDF which cannot
be modeled. In addition, Ti has a negative coherent scattering length which
results in negative peaks for the A,X-Ti correlations, where A and X are the
perovskite sites. Fig.31a shows such a case. Although all interatomic distances
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were modelled sucessfully and the extracted parameters (lattice parameters,
atomic displacement parameters) agree with the one extracted from Rietveld
refinement, the goodness of fit is relatively high. Thus from such analysis,
for peaks in PDF which are not easily distinguished from the transformation
artifacts we cannot safely conclude whether there is an interatomic distance
split accompanied by an atomic off-centering, see highlighted part of Fig.31b.

5.4.4 Gram - Charlier Expansion of Atomic Displacement Parameters

The refined Eu anharmonic parameters DijklGC (r) at 110, 210, 295 and 360 K
are given in the Table 6.

Table 6: Temperature dependent anharmonic refined parameters DijklGC (r) of Eu atom
in EuTiO3 refined using the Gram-Charlier expansion

Temperature ( K )

320 295 250 180

DiiiiGC (r) , i = 1, 2, 3 -426.0(13) -375.6(12) -329.8(11) -88.7(11)

D
iijj
GC (r) , i 6= j = 1, 2, 3 -65.7(8) -67.5(6) -69.2(7) -35.1(4)

5.4.5 Nuclear Inelastic Scattering

Several experimental methods for probing lattice dynamics exist. However,
access to the full Density of Phonon States (DPS), g(E), is feasible only by
inelastic neutron [201] or x-ray scattering [81]. In this work, nuclear resonance
inelastic measurements which requires the existence of Mössbauer active iso-
tope and synchrotron radiation were carried out. The extracted DPS between
110 and 360 K is given in Fig.32a. The 151Eu DPS shows a prominent peak
around 11.2 meV which does not shift to higher energies. We extracted using
our macroscopic measurements of Cp, αV, B and the Grüneisen rule [97] the
Grüneisen parameter. Our estimation of γ at 290 K is, 1.3(1), in the same
range with typical metallic compounds, γ ' 2. To elucidate the impact of the
Grüneisen parameter on our measured DPS we used the vibrational frequency
definition of the Grüneisen parameter, γ = − dlnEdlnV , which relates the change
in phonon mode energy to the change in volume. The estimated phonon mode
energy shift, between 110 and 360 K using our measured dV

V ∼ 0.0025 and
our extracted average Grüneisen parameter of γ = 1.3 results in δE

E ∼ 0.004.
Therefore, the prominent peak, around 10 meV will not shift due to anhar-
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monicity more than 0.04 meV. Such energy mode shift is currently resolution
limited.

In the long wavelength limit, in this work assumed below 4 meV, the aver-
age speed of sound, νs, can be extracted from the DPS using: limE→0

g(E)
E2

=
Mi

2π h3ρv3s
[10] where Mi the isotopic mass and ρ the mass density. A linear fit

of the g(E)/E2, below 4 meV, between 110 and 360 K is given in Fig. 32b. The
corresponding speed of sound is included in the main text.





6C O N C L U S I O N S

Lattice dynamics measurements using nuclear inelastic scattering by 125Te
and 121Sb show that Bi2Te3 is acoustically softer than Sb2Te3 mainly due
to the mass ratio of Bi and Sb. The softening of the low energy modes likely
has an influence on the thermal conductivity and thus favorably impacts the
thermoelectric properties. An additional 34% force constant softening of the
Sb-Te bond with respect to the Bi-Te bond is required to explain the observed
high energy optical softening of Sb2Te3 compared to Bi2Te3. This observation
might be related to the appearance of induced phase switching preferably
in antimony than in bismuth bearing chalcogenides. Low temperature heat
capacity measurements indicate the existence of antisite defects in both com-
pounds and further thermal conductivity measurements could clarify their
resonant interaction with thermal phonons. Close to room temperature a sub-
stantial deviation of the measured heat capacity from the Dulong - Petit law
is observed only in Sb2Te3 and attributed mainly to self doping. It appears
that for thermoelectrics, as it was also suggested for phase change materials
[202], the role of the elemental binding should be carefully investigated.

Combined lattice dynamics characterization using nuclear inelastic scatter-
ing by 121Sb and x-ray diffraction on an elemental modulated Sb2Te3 show
that in Sb2Te3 the main features in the density of phonon states are related
to the layered of the crystallographic structure. In the basal plane crystal
growth is rapidly growing. Reduction in macroscopically measured thermal
conductivity on similar samples might be related primarily with reduction in
the acoustic cut-off energy. The interlayer force constant shows an interlayer
distance dependence.

Microscopic lattice dynamics measurements on a 56 nm diameter array of
nearly stoichiometric Bi2Te3nanowires using nuclear inelastic scattering by
125Te has been performed for first time. The extracted density of phonon
states shows that cross sectional confinement leads to a 29% reduction in
the speed of sound compared to bulk counterpart which results in a 50 %
reduction in the lattice part of thermal conductivity and thus favourably
impacts the thermoelectric and phase change properties. No effect in the
phonon lifetime and the acoustic cut-off energy has been measured related to
confined dimensions.

The behaviour of the lattice dynamics in EuTiO3 has a resemblance to
the lattice dynamics in SrTiO3, the atomic delocalization in phase change
materials [102] and the local disorder as well as the lattice dynamics in PbTe
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[203, 204]. In the the aforementioned cases the associated potential energy
is considered as a multi-valley surface, the number of valleys depending
on the number of short range coexistent phases, with drastical impact on
the macroscopic thermal conductivity [5]. Hence, the phenomenon observed
could potentially be characterized as a confined rattling between well defined
minima in the potential energy.
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R E S O N A N T U LT R A S O U N D S P E C T R O S C O P Y





7D E V E L O P M E N T O F A S M A L L S A M P L E R U S S E T U P

The general foundation of resonant ultrasound spectroscopy for measuring
elastic constants of solids is given in the introduction. In this chapter, a more
elaborated description of resonant ultrasound spectroscopy will be given
dedicated to measurements performed on small samples and thin films.

On the one hand, macroscopic large samples are not always available for
such measurements. However, samples in the range of a few mm3 can be
synthesised in almost all cases. It is thus aim of this chapter to provide the
basic information for constructing and operating an instrument which can
reliably measure the elastic constants of small samples based on the resonant
ultrasound spectroscopy technique.

On the other hand, thin film growth is an interesting field of science
and technology. Typically ’thin’ films have less than 1 µm thickness which
implies that even if the substrate thickness is in the range of a few hundred
micrometers1 the information extracted from the film can be considered as a
perturbation of the information provided by the substrate. Hence, the present
chapter will discuss elastic constants measurements on films deposited on
substrates.

7.1 mechanical resonances of small samples and thin films

Measuring the mechanical resonances of small samples is generally not very
problematic, especially if an experimental setup exists for relatively large
samples. However, a careful investigation on mechanical resonances of small
samples reveals that special attention should be drawn on the geometry of the
sample as well as on the experimental setup in order to prevent interference
with the measured data. The feasibility of a spectrometer made of solid
transducers, either LiNbO3 or PZT, has been shown in several cases [46, 205].
Solid transducers add an external damping force to the oscillating sample due
to the weight of the transducers themseves and the weight of the transducer
supporting scafolding. Several designs have been realised which try to reduce
this contribution [206]. Although the damping force does not change during
measurement and is reproducible for similar sample mountings, it should
not be neglected. The first 12 normal modes of a sample with plate like

1 when the thickness of the substrate is less than few micrometers, it is in general not rigid and
cannot be handled easily.
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88 development of a small sample rus setup

geometry, dimensions 0.05 mm · 1.1 mm · 1.0 mm, are shown in Fig. 33. All
shown normal modes depict similar vibrations, namely surface bending
modes, which on the one hand are sensitive to transducer loading and on
the other do not provide information about the elastic constants related to
all different kind of vibrations. In fact, the non-surface bending modes are
shifted to higher frequencies.

Figure 33: The first 12 normal modes of a sample with plate like geomety, dimensions
0.05 mm · 1.1 mm · 1.0 mm. The figure was reconstructed from the calcu-
lated eigenvectors using Mathematica. The red areas denote high strain
regions.

In order to circumvent the problem related to loading effects either a non-
plate like sample should be prepared or the transducer loading should be
reduced to its minimum value and the measurement should be extended
to a broader frequency range. In this study we followed both approaches
simultaneously. The transducers of our spectrometer have been prepared from
a flexible piezoelectric polymer2. A precise measurement of the minimum
transducer loading when the sample is held between the transducers has not
been carried out, however, we estimate that the minimum applied loading
should be at least two times the weight of the sample. In addition, special
care was taken to avoid plate like geometries.

In the case of a film deposited on a substrate its mechanical resonances
are defined by the material properties of both the substrate and the film.
Normally, a deposited film causes a shift of the substrate’s natural resonances.
This observation can be extracted from the so called “forward problem” or the
solution of the equation of motion. For a ratio of substrate to film thickness in
the range of 1000, Gladden [208] calculated the minimum resonance frequency
shift and found it to be around 600 ppm. He sets this ratio as the lower limit
for frequency shift detection. The detection of the frequency shift does not

2 PVDF: polyvinylidene fluoride is also known by its trade name Kynar [207]
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depend only on the deposited material. Primarily it depends on the so-
called quality factor, Q, which is defined as the FWHM of the Lorentzian
profiles fitted to the spectra or the inverse quality factor, Qi = 1/Q. Hence,
the higher the Q the better is the measurement resolution. It has to be
mentioned that Q is a function of the sample’s internal friction expressed
in dissipation phenomena. There are many excellent works, both theoretical
and experimental, which are dealing with dissipation phenomena [209]. All
elastic theory presented herein has neglected these dissipation phenomena.

7.2 sample preparation

There are several ways to reduce the painstaking labor of preparing exact
geometrical shape on a sample with approximately ∼ 1 mm3 volume. First, a
simple geometrical shape should be realised. Complex geometrical shapes
will not give different physical results but their realisation will be time con-
suming, if not unrealistic. Throughout this study a rectangular parallelepiped
geometry is adopted.

One of the easiest ways to shape a rectangular parallelepiped geometry of
a single crystalline sample is to cleave the sample parallel to an easy crystallo-
graphic direction. In this case, the crystallographic direction should be either
known or determined using a Laue camera. Apart from the Laue camera a
diamond scribe fixed on a micropositioning stage with possibility of move-
ment in two perpendicular directions and rotation as well as a guillotine are
of essential use. First the sample is firmly fixed on the micropositioning stage
with the predetermined crystallographic direction parallel to the positioning
stage movement. For fixation a small vacuum pump connected to the base of
the stage might be used. After that a grid is carved using the diamond tip on
the sample surface with the required dimensions. Last, using the guillotine
the carved part is separated from the rest of the wafer. In case cleaving is
successful, the sample roughness as well as the parallelicity of the sample’s
faces are the best macroscopically achievable.

The second more time demanding alternative is to polish or cut the sample
to the required dimensions. Single crystals might also be polished, however,
the results are rarely comparable with cleaving the sample. Nevertheless,
if a polycrystalline sample is available polishing is the only way to achieve
the required shape. In this study, we tried several times to shape the sample
using a fine wire saw instead of polishing. However, the result has never
been satisfying and in all cases a further polishing step was conducted. When
the sample has a prepolished or relatively flat face it is placed face down on
a polishing sample holder so that the opposite face after polishing will be
parallel to the first one. The parallelicity of the polishing surface is further
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ensured during polishing with teflon shims which are part of the polishing
holder, see Fig. 34. The sample is initially fixed on the holder using a relatively
thin film of any commercially available glue thinned with aceton. For further
mechanical support the sample is immersed in molten wax. After the wax is
solidified the polishing procedure starts. In this study, thin plastic diamond
coated paper with roughness between 1 and 15 µm and a bare sand paper have
been used. The polishing paper is placed on a straight smooth lapping disk
fixed to a rotating with variable speed polishing table. During the polishing
procedure the sample holder is manually moving on the polishing platform in
an irregular manner in order to avoid surface scratches and grooves along one
direction. The polishing platform is constantly dispensed with a water based
liquid for smoother and constant temperature polishing. When the first rough
polishing is finished, the procedure is continued with a smother polishing
paper. Once two parallel faces exist, the sample is removed from the sample
holder using acetone and fixed between two parallel steel blocks3 of variable
gap which are located on the top of a similar sample holder. The sample is
covered with wax and the procedure is repeated until the third perpendicular
face is created. The remaining three sides are polished in the same way by
rotating the sample so that a rectangular parallelepiped shape is given. A
final cleaning of the sample is crucial in order to remove all remainings of
glue and wax.

Figure 34: A snapshot during polishing of a bulk polycrystalline sample mounted on
the polishing holder. Inset: a figure of the ’L’ shape which is mounted on the
sample holder to produce the third perpendicular face, see text. Courtesy:
Forschungszentrum Jülich.

Three main categories of sample imperfections exist after the sample prepa-
ration:

1. Surface roughness.

3 An even more robust sample holder might have an “L” shape which provides a 90 deg angle
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Surface roughness is usually not important because the wavelength of
the induced mechanical waves is much longer than the roughness of
the sample surface which is equal to the roughness of the diamond
coated paper, i.e. several µm. The low roughness is ensured during the
polishing procedure in two ways. Firstly, a series of grinding papers
are used, from the rougher to the smoother. Secondly, a pseudorandom
movement of the sample holder during polishing is realised which
excludes surface scratches and grooves.

2. Visual imperfections.

Every sample should be checked under a microscope for visual imperfec-
tions such as chips, rounded or broken corners etc. These imperfections
are easy to see.

3. Non perpendicular faces.

Although every sample is being checked visually under a microscope
against a ruled paper before measurement, the probability that it has
non perpendicular faces, see Fig. 35, is high, because on small samples
small deviations might escape detection. According to Spoor [210],
tilts of a few tenths of a degree could produce frequency shifts in
the tenth of a percent. Such artificial frequency shifts are significant
since the agreement between theoretically calculated and experimentally
measured frequencies is typically better than 0.5 %.

Figure 35: Indicative types of geometry errors during the rectangular parallelepiped
sample preparation. (a) shows a trapezoid and (b) a skewed rectangular
parallelepiped.

7.3 experimental setup

7.3.1 Small sample cell

The bare part of the experimental setup, shown in Fig. 36, was designed
to fit in the Quantum Desing cryostat (QD-PPMS) and is a modification of
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an already existing similar sample holder designed by Gladden [208]. The
construction material was brass. Two wagons are in contact with the flattened
wall of the cylindrical cell. Parallel rods are guiding the two moveable wagons.
The position of the left wagon in Fig. 36b is adjusted with the help of a spring
and a lead screw. The right wagon is fixed to the wall of the cylinder. On the
top of the wagons insulating transducer holders, i.e. polyimide4, have been
fixed using two stainless steel screws. The piezolectric transducers are placed
on the insulating holders with the help of two stainless steel stripes fixed on
both sides of the transducer holders. For room temperature measurements an
additional cylindrical Faraday cage, not shown here, was created which hosts
the measuring setup.

Figure 36: The transducer holder and the flexible transducer, see text, is shown in the
left top figure. The bare RUS cell for small samples is shown in side view,
bottom left, and top view perspective, bottom right.

7.3.2 Transducer preparation and mounting

The active part of the measuring setup is composed of two identical trans-
ducers. In this study, the transducers were constructed by PVDF which is a
well known piezoelectric polymer [212]. The polymer was purchased from
Goodfellow with a thickness of 9 µm and lateral dimensions of 25 · 25 mm2.
The thickness was chosen such that it is robust enough to survive many
measurement repetitions without damage and that the resonances due to the
polymer are outside of the measuring regime. At the same time the transduc-
ers were flexible enough in order not to load the sample. Initially, the polymer
was not in shape for applying the required voltage. The purchased polymer
was metallised from both sides and is was cut into the proper dimensions to

4 polyimide is also known by its trade name vespel[211]
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fit into the spectrometer. The metalisation of PVDF, see Fig. 37, was tricky
because of it’s thermomechanical properties and the fact that the upper glass
transition occurs at 333 K. This particular glass transition corresponds to a
gradual crystalline to amorphous transormation with phase intermixture
which depolarises the already uniaxially polarised film [213]. In order to
avoid such effects we used a very low power, ∼ 1 W, magnetron sputterer and
a liquid nitrogen cooled sample holder to avoid any heat accumulation. The
temperature on the sputtering surface has been probed using non reversible
temperature labels and during the procedure did not exceed 300 K. The pur-
chased piece of polymer was initially rinsed with distilled water and placed
in an ultrasonic cleaner for 5 min. It was subsequently dried in 10−3 mbar
vaccum. A special mask for metalisation was created from thin cylindrical
steel plates, diameter: 45 mm, thickness: 0.5 mm, such that an open area of
12 mm · 22 mm was facing the sputtering target from both sides of the film.
The open area had an overlap of 1 mm · 22 mm (active area) perpendicular
to the polarization direction. The same procedure as for cleaning the PVDF
film was also followed for cleaning the metallisation mask. The PVDF film
was fixed in place inside the metallisation template with a tiny amount of
vaccum grease at the film’s edges and the whole sandwhich was clamped on
an aluminum sample holder. We sputtered 40 nm of Cr followed by 300nm of
Ag on both sides of the film. The intermediate chromium layer improves the
adherence of the silver to the PVDF. When the PVDF film had been metallised
we carefully removed it from the mask, cleaned the remaining vacuum grease
from it’s edges using a small amount of methanol and placed it on a clean
microscope slide with tape at the ends. From the metallised polymer, see
Fig. 37, we cut two stripes along the direction of polarization using a new
razor blade at low angle with lateral size of 1 mm · 22 mm. The transducers
of our spectrometer, and the remaining part was stored in a desicator under
vacuum for future use. The PVDF transducers are attached to the transducer
holders using a conductive epoxy which cures at room temperature. Once
the epoxy is dried, the stripes can be tensioned by inserting rubber pieces
between the holders and the supporting block. The electrical connections to
the transducers can be realised on the metallic holders. The side which is
in contact with the sample should always be grounded and the other side
should be connected either to the driving AC electric field, transmitter, or to
the receiver.

7.3.3 Sample mounting

The mounting of the sample should be preferably on opposite corners, see
Fig. 38, since the corners of a rectangular parallelepiped are never nodes
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Figure 37: A scheme of the metallised PVDF transducer is shown where the PVDF, the
metallised sides and the active area are shown.

and thus all normal modes are detected. To circumvent this difficulty, a USB
microscope connected to a color display, a micromanipulator and a pair of
vacuum tweezers have been utilised. The vacuum tweezer consists of a small
vacuum pump connected to a cylindrical holder. The front end of the holder
is extended using a medical injection needle with various sizes and tip shapes.
One vacuum tweezer is firmly fixed to the micromanipulator which allows
precise control of movement in all directions. The other vacuum tweezer is
a pick up tweezer for transporting the sample before mounting. The RUS
cell is positioned with the transducers parallel to the fixed vacuum tweezer.
The sample to be measured is put on the fixed vacuum tweezer and driven
with the micromanipulator in the middle of both transducers. After that, one
of its corners is contacted to the fixed transducer. The moveable transducer
is adjusted using the leading screw such that the opposite sample’s corner
touches the active area of the moveable transducer. The whole procedure is
inspected using the USB camera. A snapshot of the procedure is given in
Fig 38. Once the sample is positioned correctly, it should stay in place even
after switching of the vacuum in the holding tweezer. To ensure that the
sample will stay in place during spectrometer handling and transportation a
gentle crash test is performed when the sample cell is still fixed on the sample
mounting stage. It is not uncommon that the sample mounting is not correct
and the sample will either fall off or move from the active area.

7.4 measurement considerations and possible errors

The basic scheme of the measuring setup is given in Fig. 7 and is not repeated
here. Nevertheless, we remind that it consists of a piezoelectric transmitter
connected to a function generator and an identical piezoelectric receiver
connected to a lock-in amplifier. The lock in amplifier detects a signal locked
to the frequrency of excitation [214]. However, due to the small dimensions
of the sample the distance between the two parallel semi-metallised PVDF
transducers is short and thus electrical cross talk is troublesome when sample
resonances are weak. To avoid the appearance of electrical cross talk either
the transducers should be fully metallised, i.e. self shielding, or a piece of
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Figure 38: A snapshot of the sample mounting between the transducers using the
vacuum tweezer. Courtesy: Forschungszentrum Jülich.

grounded shield should be put between the transducers, i.e. external shielding.
The shelf shielding approach induces an extra difficulty in avoiding short
circuits during electrical connection due to the small thickness. The external
shielding approach introduces a difficulty in putting the sample between the
active area of transducers. However, this is approach of electrical shielding
was selected. Special attention should be given to the thickness of the cross
talk shield. It should be flexible enough in order to align it parallel to the fixed
transducer but thick enough to prevent cross talk. We created an aluminum
cross talk shield with thickness of 0.5 mm and a center hole slightly larger that
the half diagonal of a typical sample. We fixed this additional metalic piece
between the transducers, very close to the steady transducer and oriented it
such that the hole is only above the active transducer area.

Once the sample is loosely placed between the active area of the transducers
through the hole in the cross talk shield, the measurement is ready to start.
A first rough estimate of the frequency range to be scanned is important. In
order to obtain it, the sample’s dimensions, density and estimated elastic
constants are needed to solve the so-called forward problem. In principle,
a very rough estimate of the frequency range to be scanned for a sample
with volume between 1 and 10 mm3 is between 100 KHz and 3 MHz. In this
study, all measurements performed at room temperature were conducted
with the spectrometer enclosed in a cylindrical aluminum Faraday cage
having common ground with the rest of the electronic equipment. In case
the measurement is conducted in the QD cryostat a similar Faraday cage
enclosure is applied, as shown in Fig. 39.

RUS is a resonant technique, hence, the main errors are related to sample
preparation and loading, and to data treatment, and not to the measurement
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Figure 39: Resonant ultrasound spectrometer for small samples mounted in the QD
cryostat sample holder.

procedure itself. A mathematical model which describes the shape of the
sample is directly involed in the data analysis. Thus, the larger the deviation
from the assumed model the larger the systematic error in the output. It is,
hence, of use to identify the likely errors in the extracted results.

The effect of transducer loading on sample resonant frequencies and quality
factor is an important issue in any resonant ultrasound spectroscopy experi-
ment. It is important to know how frequency and Q vary between mountings.
To address this question, we mounted one GaAs sample with dimensions:
1.0 mm · 1.1 mm · 0.5 mm between the PVDF transducers and externally in-
creased the applied tension on the transducers by putting different wedges
between the transducer holders and the supporting insulating scafolding.
This procedure reliably simulates the impact of different sample orientation
and squeezing force applied to the sample. The results are shown in Fig. 40.
Although the applied tension has not been explicitly measured, it can be seen
that when higher tension is applied to the polymer transducers the measured
resonance is slightly shifting to higher frequencies and becomes more visible.
After this experiment the transducers have been irreversibly damaged. The
metallisation film was scraped off from the polymers surface due to extreme
tension. They have been exchanged with a new set of transducers. Note that
the observed deviations in Fig. 40 both in frequency and Q are the effect
of transducer loading and not uncertainties in the frequency determination.
A typical resonance shift produced by transducer loading is 1/1000 of the
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measured frequency. This ratio, although small enough plays an important
role in the determination of elastic constants on a thin film since it is in the
same range as the ratio of the minimum film and substrate thickness. Thus,
reproducibility in sample mounting which will in turn give reproducible
results is of crucial importance.
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Figure 40: Sample loading effect in determination of resonant frequency in RUS mea-
surement on a GaAs single crystalline sample with dimensions 1.0 mm ·
1.1 mm · 0.5 mm. The central frequency is indicated by vertical line.

Last but not least, measurements under controlled external conditions are of
essential importance. Temperature effects in resonant ultrasound spectroscopy
arise both due to temperature variation of elastic constants as well as due
to thermal expansion or contraction. A usual thermal expansion coefficient
is ∼ 10−5 K−1 and does not contribute significantly in the measurement.
Hence, apart from compounds with exceptionally high thermal expansion
coefficients, the temperature dependence of resonant ultrasound spectra is
due to the temperature dependence of elastic constants. Fig. 41 shows a
resonance recorded on the same GaAs sample as the one recorded on Fig.
40 between 275 and 295 K. The observed resonance shifts towards higher
frequencies when the temperature increases. For a temperature change of
20 K the observed relative frequency shift is 0.2 %.

7.5 computation

The discussion on computing the elastic constants from resonant ultrasound
spectroscopy measurements is mainly focused on measurements performed
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Figure 41: Temperature dependence of a resonance recorded between 275 and 295 K
on the same GaAs single crystalline sample used in Fig. 40.

on small single crystals with cubic symmetry. The subcase of polycrystalline
samples, i.e. elastically isotropic, will also be discussed.

The full elastic tensor can be extracted by performing resonant ultrasound
spectroscopy on single crystals. The elastic tensor is defined relative to a
coordinate system. In the general case of a single crystalline sample, there are
two sets of coordinate systems which should be taken into account. One is
the crystallographic coordinate system in which the system crystallises and
the other is the coordinate system in which the sample vibrates and its shape
is described. As it may be guessed, the crystallographic coordinate system is
of fundamental importance in describing physical phenomena. When this co-
ordinate system does not coincide with the one defined by the sample shape,
an appropriate rotation should be applied. In this work, this is accomplished
by applying an Euler angle rotation using the Arfken [215] convention to the
elastic tensor in order to transform it from the sample’s shape coordinate
system to the crystallographic coordinate system. The rotation matrix given in
Table 7 implies that the initial coordinate system (x, y, z) is rotated with re-
spect to the final coordinate system (x ′′′, y ′′′, z ′′′) using successive rotations
by angle α, which defines a rotation around the initial z-axis which results in
(x ′, y ′, z ′). Angle β defines a rotation around the new y ′-axis which results
in (x ′′, y ′′, z ′′) and γ is the final rotation around the new z ′-axis which
results in (x ′′′, y ′′′, z ′′′).

The algorithm written in Fortran 77 for calculating the elastic tensor and
refining the elastic tensor of a cubic symmetry single crystal with crystallo-
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graphic axes rotated with respect to the sample’s axes is given in the Appendix.
This code is a modification of the prototype code written by Gladen [208].
It was tested by performing several rotations around all axis and evaluating
the results. The required input is limited to the dimensions of the sample,
the initial values of the elastic constants, the Euler angles (for the forward
problem) and the measured resonance frequencies in strict ascending order
(for the inverse calculation). When a resonance is not identified in the mea-
sured spectra it should be excluded from the refinement by setting the weight
factor to zero. Special attention should be drawn to the fact that a sufficient
amount of resonances has to be measured. Migliori and Sarrao [68] set the
limit of detected resonances to five times the number of parameters which
will be refined. The output of this program can be either the calculated reso-
nance frequencies (forward problem) or the refined elastic constants (inverse
problem).

From the information technology point of view, the consequence of ro-
tating the coordinate system is that the calulated elastic tensor is not any
more symmetric along its diagonal and cannot be reduced in block diagonal
submatrices. The interested reader is referred to Ref. [68]. More computing
power is required for the minimisation of the Langrangian but this is not an
issue with up-to-date personal computers.

For the measurement of a polycrystalline sample the whole procedure is
simpler. Only two independent elastic constants, namely C11 and C44, in this
case C12 = C11 − 2C44, exist. The crystallographic coordinate system is not
defined and the Euler angle must be set to zero. The required modifications
in the algorithm are given in the appendix.

The goodness of fit of the refinement can be judged by two parameters,
the average error of resonance position and the RMS error. Both parameters
are calculated by the program and given in the output file. A reasonable
refinement should result in an RMS error around 0.2 %.

7.6 proof of principle and outlook

As a proof of principle, measurements on GaAs single crystalline samples
were performed. Approximately 100 samples have been prepared from a GaAs
wafer with diameter of 10 cm and 0.5 mm thickness oriented in the 〈0 0 1〉
direction following the procedure described in the sample preparation para-
graph. The typical dimensions of all samples were 1.0 mm · 1.1 mm · 0.5 mm.
To determine the Euler angles, i.e. the relative rotation of the crystallographic
axes with respect to the sample axes, Laue diffraction has been carried out.
The obtained diffraction pattern is given in Fig. 42. From such pattern the
Euler angles have been determined using the program OrientExpress[216]
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and found to be α = 45 deg, β = 0 deg and γ = 0 deg, which means that the
[1 1 0] is along one side and the [1 0 0] is along the diagonal of the sample.
Similar measurements have been performed on several samples from the
same batch and the extracted Euler angles are in excellent agreement.

Figure 42: A Laue diffraction pattern on a GaAs single crystalline substrate

Several scans between 500 KHz and 4 MHz at 295 K inside the QD cryostat
have been performed. The frequencies of the resonances have been extracted
by fitting the spectra close to the resonances with a Lorentzian profile. The
first 22 resonance frequencies in strict ascending order, see column 1, are
shown in column 2 of Fig. 43 in MHz. In column 3 the theoretically expected
frequencies are shown. The relative error is shown in column 4 and the
weighting factor is depicted in column 5. For illustration reasons, the first and
the last resonances have been excluded from the refinement. In columns 6 to
8 the dependence of a particular resonance to the extracted elastic moduli
are shown. The output of the elastic constants refinement is given in the
bottom of Fig. 43. The elastic constants of GaAs at 295 K are C11 = 117 GPa,
C12 = 53 GPa and C44 = 59 GPa and typical errorbar is given in Fig. 44.

We performed temperature dependent measurements between 100 and
300 K. Our measured temperature dependent elastic constants are given in
Fig. 44 and are in good agreement with reference data obtained from Ref
[69]. C12 shows an increased dispersion of the measured data due to the fact
that this particular elastic modulus does not strongly depend on any of the
measured resonances.

Apart from measuring elastic constants on small samples the constructed
spectrometer within this framework is capable of measuring elastic constants
of thin films. The elastic constants of thin films cannot be measured in situ
during deposition using the approach described in this thesis. Therefore, the
measurement should be conducted in two separated steps. In the first step,
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Figure 43: The output of the elastic constants refinement on a GaAs bare substrate.

the substrate should be characterised under controlled external conditions
using RUS. All mechanical resonances should be recorded and the elastic
constants should be extracted as precisely as possible. After film deposition
the sample should be characterised again under exactly the same conditions.
It is crucial that before and during film deposition the substrate is handled
with great care as any slight chip or impurity adhering to the surface may
perturb the resonances and obscure the effect of the film. It is also important
that the sample mounting in the RUS cell before and after film deposition is
similar.

The procedure for extracting the elastic constants of a thin film with thick-
ness 1/1000 of the thickness of the supporting substrate is sensitive to error
propagation and thus it should be corrected. As it is shown in Fig. 43 the
relative error, εi, of any experimentally determined resonance i with respect
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Figure 44: The elastic constants of GaAs between 100 and 300 K measured using the
RUS cell for small samples constructed in this work

to the calculated one from the resulting elastic constants is given in the third
column. The average error of all resonance frequencies is 0.285 %. A rescaling
applied to all resonances measured on the substrate plus deposited film is
required since the frequency shift due to the film is in the same order of
magnitude as the numerical error resulting from the refinement procedure.
Hence, the rescaling of the film’s resonances should be realised according
to ffilmcor (i) = (1+ εi) f

film
raw (i). In case the frequencies are not corrected, the

program will essentially fit the residual errors from the substrate fit by adjust-
ing the film’s elastic constants. It is important to note that in the film fitting
session, all substrates parameters and the film thickness are kept fixed. The
only parameters allowed to vary are the elastic constants of the film.

We precharacterised a series of GaAs substrates using the ultrasonic spec-
trometer and then sputtered an amorphous SnSb2Te4 film of 1 µm thickness.
We observe a resonance shift to lower frequencies due to presence of the
film, see Fig. 45. However, the extracted elastic constants, C11 = 112(1) GPa
and C44 = 57.3(5) GPa, are not in agreement with the elastic constants



104 development of a small sample rus setup

 60

 70

 80

 90

 100

 110

 1800  1820  1840  1860  1880  1900  1920  1940  1960  1980  2000

A
m

p
lit

u
d

e
 (

 µ
V

 )

Freq ( KHz )

Sub

Film + Sub

Qa=980 Qb=1300 Qc=920

∆fa=0.06% ∆fb=0.07% ∆fc=0.09%

Figure 45: A comparison of two RUS spectra measured on a bare substrate and two
spectra measured on the same substrate covered with SnSb2Te4 film.

extracted of the isoelectronic compound GeSb2Te4, C11 = 31(2) GPa and
C44 = 9.8(5) GPa measured by Brillouin light scattering [217]. In order to
directly compare the reference data on GeSb2Te4 with data obtained in this
work we sputtered a 5 µm amorphous film of GeSb2Te4 on GaAs. The ob-
served resonance shift was proportional to the film thickness, however, the
extracted elastic constants did not converge to the reference data. We, thus,
suspect that there is a flaw in the algorithm dedicated to the extraction of the
elastic constants of thin films which should be revised for future use.

7.7 conclusions

We developed a resonant ultrasound spectrometer based on flexible piezoelec-
tric transducers for extracting the elastic constants of small samples, either
poly- or single-crystalline, and thin films deposited on substrates. The appa-
ratus was tested both at room temperature as well as in a cryostat between
100 and 300 K. The elastic constants of several ∼ 1 mm3 GaAs single crystals
were measured between 100 and 300 K and are in very good agreement with
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reference data. Resonance shifts proportional to film thickness have been
identified when thin films are deposited on substrates. However, an algorithm
problem which is still not clarified prevents the extraction of elastic constants
of thin films.

7.8 appendix

The basis of the algorithm for extracting the elastic constants of a solid is
adjusted from the one obtain by Gladden [208]. In this work, we take the
algorithm for extracting the elastic constants of a single crystal of cubic
symmetry with rectangular parallelepiped shape as a basis and we modify
accordingly for all other cases, i.e. polycrystalline sample with rectangular
parallelepiped shape and polycrystalline film deposited on a single crystalline
substrate of cubic symmetry with the same geometry.

7.8.1 Isotropic rectangular parallelepiped sample

The modification in the code given in paragraph 7.8.3 in order to be applicable
for an elastically isotropic, polycrystalline, rectangular parallelepiped sample
is given below. This part of the code should be replaced in the correct place
in the given template code.

c
READ(3,*,ERR=101) C11,C44,E1,E2,E3

READ(3,*,ERR=101) (IA(I),I=1,5)
c
MA=5

A(1)=C11

A(2)=C44

A(3)=E1

A(4)=E2

A(5)=E3

c
827 FORMAT(’Free moduli are c11, c44’)
c
1205 FORMAT(’ c11 c44 (%GPa)’)
WRITE(*,1207)(A(I),I=1,2)
WRITE(3,1207)(A(I),I=1,2)
1207 FORMAT(2f7.4)
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1306)
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WRITE(3,1306)
1306 FORMAT(’ d1(cm) d2(cm) d3(cm)’)
WRITE(*,1307)(A(I),I=3,5)
WRITE(3,1307)(A(I),I=3,5)
1307 FORMAT(3f9.5)
c
c
c Setup the elastic tensor according to symmetry
c
c C11, C22, C33

G(1,1,1,1)=A(1)
G(2,2,2,2)=A(1)
G(3,3,3,3)=A(1)
c C12, C23, C13

G(1,1,2,2)=A(1)-2*A(2)
G(2,2,1,1)=A(1)-2*A(2)
G(1,1,3,3)=A(1)-2*A(2)
G(3,3,1,1)=A(1)-2*A(2)
G(2,2,3,3)=A(1)-2*A(2)
G(3,3,2,2)=A(1)-2*A(2)
c C44

G(2,3,2,3)=A(2)
G(2,3,3,2)=A(2)
G(3,2,2,3)=A(2)
G(3,2,3,2)=A(2)
c C55

G(1,3,1,3)=A(2)
G(1,3,3,1)=A(2)
G(3,1,1,3)=A(2)
G(3,1,3,1)=A(2)
c C66

G(2,1,2,1)=A(2)
G(2,1,1,2)=A(2)
G(1,2,2,1)=A(2)
G(1,2,1,2)=A(2)
c
c Dimensions
c
E1=A(3)
E2=A(4)
E3=A(5)
NNP1=NN+1
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NNP3=NN+3

c
DO 43 I=1,NMDS
WSAV(I)=1.D64

43 CONTINUE
c
c factors coming out of the derivation
c
E11=4.D0/(E1*E1)
E22=4.D0/(E2*E2)
E33=4.D0/(E3*E3)
E23=4.D0/(E2*E3)
E13=4.D0/(E1*E3)
E12=4.D0/(E1*E2)
c
c Loops for eight blocks
c
DO 8000 L0=1,2
DO 8000 M0=1,2
DO 8000 NO=1,2
c
IG=0

DO 2 I=1,3
LMN(1)=L0

LMN(2)=M0

LMN(3)=N0

LMN(I)=LMN(I)+1

IF (LMN(I).EQ.3) LMN(I)=1

c
DO 2 L=LMN(1), NNP1,2
DO 2 M=LMN(2), NNP1,2
DO 2 N=LMN(3), NNP1,2
IF (L+M+N.GT.NNP3) GOTO 2

IG=IG+1

IC(IG)=I
LB(IG)=L-1
MB(IG)=M-1
NB(IG)=N-1
2 CONTINUE
NR=IG
c
c Calculate Gamma and E
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c
DO 3 IG=1,NR
DO 3 JG=IG,NR
E(IG,JG)=0.D0

GAMMA(IG,JG)=0.D0

I=IC(IG)
J=IC(JG)
LS=LB(IG)+LB(JG)
MS=MB(IG)+MB(JG)
NS=NB(IG)+NB(JG)
GAMMA(IG,JG)=
& C(I,1,J,1)*DFLOAT(LB(IG)*LB(JG))*F(LS-2,MS,NS)*E11

& +C(I,2,J,2)*DFLOAT(MB(IG)*MB(JG))*F(LS,MS-2,NS)*E22

& +C(I,3,J,3)*DFLOAT(NB(IG)*NB(JG))*F(LS,MS,NS-2)*E33

& +(C(I,1,J,2)*DFLOAT(LB(IG)*MB(JG))+C(I,2,J,1)*
& DFLOAT(MB(IG)*LB(JG)))*F(LS-1,MS-1,NS)*E12

& +(C(I,1,J,3)*DFLOAT(LB(IG)*NB(JG))+C(I,3,J,1)*
& DFLOAT(NB(IG)*LB(JG)))*F(LS-1,MS,NS-1)*E13

& +(C(I,2,J,3)*DFLOAT(MB(IG)*NB(JG))+C(I,3,J,2)*
& DFLOAT(NB(IG)*MB(JG)))*F(LS,MS-1,NS-1)*E23

c
GAMMA(JG,IG)=GAMMA(IG,JG)
IF(I.EQ.J) E(IG,JG)=F(LS,MS,NS)
E(JG,IG)=E(IG,JG)
3 CONTINUE
c
function F stays the same because we did not change the shape of the

sample
c

7.8.2 Isotropic film on single crystalline rectangular parallelepiped substrate of cu-
bic symmetry

There are two main changes that one should apply in the code given in
paragraph 7.8.3 in order to extract the elastic constants of a film deposited
on a substrate. The first change is related to the description of the new shape
of the sample, different thickness, by taking into account the deposited film.
The second change is related to the modification in the potential energy of
the system by taking into account the elastic constants of the substrate, Cijkl,
and of the film seperately, C

′

ijkl.
c
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READ(3,*,ERR=101) C11,C12,C44,E1,E2,E3

READ(3,*,ERR=101) D11,D12,D44,E4

READ(3,*,ERR=101) ALPH0,BET0,GAM0

READ(3,*,ERR=101) (IA(I),I=1,13)
c
c
c Calculates the %density diff between film and substrate
c
DRHO=(RHOP-RHO)/RHO
c
c Here are the settings for substrate with film
c
MA=13

A(1)=D11

A(2)=D12

A(3)=D44

A(4)=E4

A(5)=C11

A(6)=C12

A(7)=C44

A(8)=E1

A(9)=E2

A(10)=E3

A(11)=ALPH
A(12)=BET
A(13)=GAM
c
827 FORMAT(’Free moduli are c’11, c’12, c’44’)
c
1204 FORMAT(’ c11 c12 c44 (%GPa)’)
WRITE(*,1207)(A(I),I=5,7)
WRITE(3,1207)(A(I),I=5,7)
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1205)
WRITE(3,1205)
1205 FORMAT(’ c’11 c’12 c’44 (%GPa)’)
WRITE(*,1207)(A(I),I=1,3)
WRITE(3,1207)(A(I),I=1,3)
1207 FORMAT(2f7.4)
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
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WRITE(*,1305)
WRITE(3,1305)
1305 FORMAT(’ d1(cm) d2(cm) d3(cm)’)
WRITE(*,1307)(A(I),I=8,10)
WRITE(3,1307)(A(I),I=8,10)
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1306)
WRITE(3,1306)
1306 FORMAT(’ film thick (cm)’)
WRITE(*,1307)
WRITE(3,1307)
1307 FORMAT(3f9.5)
ALPHF=A(11)*360.0/TWOPI
BETF=A(12)*360.0/TWOPI
GAMF=A(13)*360.0/TWOPI
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1308)
WRITE(*,1309) ALPHF, BETF, GAMF
WRITE(3,1308)
WRITE(3,1309) ALPHF, BETF, GAMF
1308 FORMAT (’ alpha(deg) beta(deg) gamma(deg)’)
1309 FORMAT (3F11.1)
c
c Setup the elastic tensor according to symmetry
c
c C11, C22, C33

CG(1,1,1,1)=A(5)
CG(2,2,2,2)=A(5)
CG(3,3,3,3)=A(5)
c C12, C23, C13

CG(1,1,2,2)=A(6)
CG(2,2,1,1)=A(6)
CG(1,1,3,3)=A(6)
CG(3,3,1,1)=A(6)
CG(2,2,3,3)=A(6)
CG(3,3,2,2)=A(6)
c C44

CG(2,3,2,3)=A(7)
CG(2,3,3,2)=A(7)
CG(3,2,2,3)=A(7)
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CG(3,2,3,2)=A(7)
c C55

CG(1,3,1,3)=A(7)
CG(1,3,3,1)=A(7)
CG(3,1,1,3)=A(7)
CG(3,1,3,1)=A(7)
c C66

CG(2,1,2,1)=A(7)
CG(2,1,1,2)=A(7)
CG(1,2,2,1)=A(7)
CG(1,2,1,2)=A(7)
c D11, D22, D33

DG(1,1,1,1)=A(1)
DG(2,2,2,2)=A(1)
DG(3,3,3,3)=A(1)
c D12, D23, D13

DG(1,1,2,2)=A(2)
DG(2,2,1,1)=A(2)
DG(1,1,3,3)=A(2)
DG(3,3,1,1)=A(2)
DG(2,2,3,3)=A(2)
DG(3,3,2,2)=A(2)
c D44

DG(2,3,2,3)=A(3)
DG(2,3,3,2)=A(3)
DG(3,2,2,3)=A(3)
DG(3,2,3,2)=A(3)
c D55

DG(1,3,1,3)=A(3)
DG(1,3,3,1)=A(3)
DG(3,1,1,3)=A(3)
DG(3,1,3,1)=A(3)
c D66

DG(2,1,2,1)=A(3)
DG(2,1,1,2)=A(3)
DG(1,2,2,1)=A(3)
DG(1,2,1,2)=A(3)
c
c Euler angles
c
ALPH=A(11)
BET=A(12)
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GAM=A(13)
c
c Create the rotation according to Euler angles
c
ROT(1,1)=DCOS(GAM)*DCOS(BET)*DCOS(ALPH)-DSIN(GAM)*DSIN(ALPH)
ROT(1,2)=DCOS(GAM)*DCOS(BET)*DSIN(ALPH)+DSIN(GAM)*DCOS(ALPH)
ROT(1,3)=-DCOS(GAM)*DSIN(BET)
ROT(2,1)=-DSIN(GAM)*DCOS(BET)*DCOS(ALPH)-DCOS(GAM)*DSIN(ALPH)
ROT(2,2)=-DSIN(GAM)*DCOS(BET)*DSIN(ALPH)+DCOS(GAM)*DCOS(ALPH)
ROT(2,3)=DSIN(GAM)*DSIN(BET)
ROT(3,1)=DSIN(BET)*DCOS(ALPH)
ROT(3,2)=DSIN(BET)*DSIN(ALPH)
ROT(3,3)=DCOS(BET)
c
DO 110 I=1,3
DO 110 J=1,3
DO 110 K=1,3
DO 110 L=1,3
C(I,J,K,L)=0.D0

D(I,J,K,L)=0.D0

DO 100 IP=1,3
DO 100 IQ=1,3
DO 100 IR=1,3
DO 100 IS=1,3
c
c Create the rotated elastic moduli matrices
c
C(I,J,K,L)=C(I,J,K,L)+ROT(I,IP)*ROT(J,IQ)*ROT(K,IR)*ROT(L,IS)
&*CG(IP,IQ,IR,IS)
D(I,J,K,L)=D(I,J,K,L)+ROT(I,IP)*ROT(J,IQ)*ROT(K,IR)*ROT(L,IS)
&*DG(IP,IQ,IR,IS) 100 CONTINUE D(I,J,K,L)=D(I,J,K,L)-C(I,J,K,L)
110 CONTINUE
c
c Dimensions
c
E4=A(4)
E1=A(8)
E2=A(9)
E3=A(10)
c
NNP1=NN+1

NNP3=NN+3
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c
c 2.D0 is there due to normalisation
c
ALPHA=E4/(E3/2.D0)
c
DO 43 I=1,NMDS
WSAV(I)=1.D64

43 CONTINUE
c
c factors coming out of the derivation
c
E11=4.D0/(E1*E1)
E22=4.D0/(E2*E2)
E33=4.D0/(E3*E3)
E23=4.D0/(E2*E3)
E13=4.D0/(E1*E3)
E12=4.D0/(E1*E2)
c
IG=0

DO 2 I=1,3
DO 2 L=1,NNP1

DO 2 M=1,NNP1

DO 2 N=1,NNP1

IF(L+M+N.GT.NNP3) GO TO 2

IG=IG+1

IC(IG)=I
LB(IG)=L-1
MB(IG)=M-1
NB(IG)=N-1
2 CONTINUE
NR=IG
c
c Calculate Gamma
c
DO 3 IG=1,NR
DO 3 JG=IG,NR
E(IG,JG)=0.D0

GAMMA(IG,JG)=0.D0

I=IC(IG)
J=IC(JG)
LS=LB(IG)+LB(JG)
MS=MB(IG)+MB(JG)
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NS=NB(IG)+NB(JG)
GAMMA(IG,JG)=
&C(I,1,J,1)*DFLOAT(LB(IG)*LB(JG))*F(LS-2,MS,NS)*E11

&+C(I,2,J,2)*DFLOAT(MB(IG)*MB(JG))*F(LS,MS-2,NS)*E22

&+C(I,3,J,3)*DFLOAT(NB(IG)*NB(JG))*F(LS,MS,NS-2)*E33

&+(C(I,1,J,2)*DFLOAT(LB(IG)*MB(JG))+C(I,2,J,1)*
&DFLOAT(MB(IG)*LB(JG)))*F(LS-1,MS-1,NS)*E12

&+(C(I,1,J,3)*DFLOAT(LB(IG)*NB(JG))+C(I,3,J,1)*
&DFLOAT(NB(IG)*LB(JG)))*F(LS-1,MS,NS-1)*E13

&+(C(I,2,J,3)*DFLOAT(MB(IG)*NB(JG))+C(I,3,J,2)*
&DFLOAT(NB(IG)*MB(JG)))*F(LS,MS-1,NS-1)*E23

&+D(I,1,J,1)*DFLOAT(LB(IG)*LB(JG))*G(LS-2,MS,NS)*E11

&+D(I,2,J,2)*DFLOAT(MB(IG)*MB(JG))*G(LS,MS-2,NS)*E22

&+D(I,3,J,3)*DFLOAT(NB(IG)*NB(JG))*G(LS,MS,NS-2)*E33

&+(D(I,1,J,2)*DFLOAT(LB(IG)*MB(JG))+D(I,2,J,1)*
&DFLOAT(MB(IG)*LB(JG)))*G(LS-1,MS-1,NS)*E12

&+(D(I,1,J,3)*DFLOAT(LB(IG)*NB(JG))+D(I,3,J,1)*
&DFLOAT(NB(IG)*LB(JG)))*G(LS-1,MS,NS-1)*E13

&+(D(I,2,J,3)*DFLOAT(MB(IG)*NB(JG))+D(I,3,J,2)*
&DFLOAT(NB(IG)*MB(JG)))*G(LS,MS-1,NS-1)*E23

c
GAMMA(JG,IG)=GAMMA(IG,JG)
IF(I.EQ.J) E(IG,JG)=F(LS,MS,NS)
&+DRHO*G(LS,MS,NS) E
(JG,IG)=E(IG,JG)
3 CONTINUE
c
function F stays the same because we did not change the shape of the

substrate and we add function G for the film
c
c*********************************************************************
c
FUNCTION G(IP,IQ,IR)
c*********************************************************************
IMPLICIT INTEGER (I-N)
IMPLICIT REAL*8 (A-H,O-Z)
COMMON /ALPHA/ ALPHA
COMMON /RHOP/ RHOP
c
G=0.00D+00

IF((ALPHA.LE.0.0).OR.(RHOP.LE.0.0)) RETURN
IF((IP.LT.0).OR.(IQ.LT.0).OR.(IR.LT.0)) RETURN
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IF((MOD(IP,2).NE.0).OR.(MOD(IQ,2).NE.0)) RETURN
c
IP1=IP+1

IQ1=IQ+1

IR1=IR+1

c
G=(4.D0/DFLOAT(IP1*IQ1*IR1))*(1.D0-(1.D0-ALPHA)**(IR1))
RETURN
END
c

7.8.3 Single crystalline rectangular parallelepiped sample of cubic symmetry

The algorithm below is writen in fortran 77. It calculates the elastic constants
of a single crystal with cubic symmetry having a rectangular parallelepiped
geometry with the crystallographic axes rotated with respect to the sample
axes. In order to be informative and practical to the non expert the algorithm
contains a series of comments.

c*********************************************************************
c
PROGRAM XYZMRQ
c
c*********************************************************************
c
c Declaration of the variables
c
IMPLICIT INTEGER (I-N)
c
PARAMETER (MMAX=20,MDAT=60,TWOPI=6.283185307795864769)
c
INTEGER IA(MMAX)
REAL X(MDAT),Y(MDAT),A(MMAX),FDATA(MDAT)
REAL SIG(MDAT),ALPHA(MMAX,MMAX),COVAR(MMAX,MMAX)
c
REAL*8 RHO,WSAV(MDAT),WTMP(MDAT),DYDAA(MMAX,MDAT)
REAL*8 RAD,ALPH,BET,GAM,ALPH0,BET0,GAM0

REAL*8 DYDDAP, DOT1, DOT2, DOT3

CHARACTER HEADER*50, USED(MDAT)*3

EXTERNAL FREQS
c
c RHO=density, NN=Polynomial order, NMDS=# frequencies,
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c NDATA=index of frequency, IA=refinement index
c
COMMON /RHO/ RHO
COMMON /NN/ NN
COMMON /NMDS/ NMDS
COMMON /NDATA/ NDATA
COMMON /IA/ IA
COMMON /X/ X
COMMON /WSAV/ WSAV,WTMP
COMMON /SIG/ SIG
COMMON /DYDAA/ DYDAA
c
c Format 400 means 50 characters
c
400 FORMAT(A50)
c
c TOL is the convergence limit
c
TOL=0.05

c
c Open the input file
c
OPEN(3,FILE=’xyzmrq_rot.dat’,STATUS=’OLD’,ERR=101)
GO TO 102

101 WRITE(*,’(A)’) ’ Error opening xyzmrq_rot.dat.’
GO TO 9900

c
c Read from the Elastic constants C..,the dimensions E., the Euler angles
c the density, polynomial order, # of freq
c
102 READ(3,400) HEADER
READ(3,*,ERR=101) C11,C12,C44,E1,E2,E3

READ(3,*,ERR=101) ALPH0,BET0,GAM0

READ(3,*,ERR=101) (IA(I),I=1,9)
READ(3,*,ERR=101) RHO,NN,NMDS
DO 103 I=1,NMDS
READ(3,*,ERR=101) FDATA(I)
103 CONTINUE
CLOSE(3,ERR=9900)
c
c Define the Euler angles in radians
c
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RAD=TWOPI/360.
ALPH=ALPH0*RAD
BET=BET0*RAD
GAM=GAM0*RAD
c
c Store in X the index each frequency,
c Store in Y each frequency
c
FSUM=0.0
NDATA=0

DO 105 I=1,NMDS
IF(FDATA(I).LE.0.0) THEN
USED(I)=’EXC’
GO TO 104

ELSE
IF(FDATA(I).GT.0.0) THEN
USED(I)=’INC’
FSUM=FSUM+FDATA(I)
END IF
END IF
NDATA=NDATA+1

X(NDATA)=FLOAT(I)
Y(NDATA)=FDATA(I)
GO TO 105

104 IF(FDATA(I).EQ.0.0) USED(I)=’–’
FDATA(I)=-FDATA(I)
105 CONTINUE
FAVG=FSUM/NDATA
c
c Parameter initialization through INIT subroutine
c
CALL INIT
c
c Parameter setup, MA # of parameters
c
MA=9

A(1)=C11

A(2)=C12

A(3)=C44

A(4)=E1

A(5)=E2

A(6)=E3
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A(7)=ALPH
A(8)=BET
A(9)=GAM
c
c Give initial values
c
ALAMDA=-1.
SUMSQ=1.D23

ITER=0

c
c Create the output file, write in the header from the input,
c leave some blank lines
c
OPEN(3,FILE=’mrqout.txt’,STATUS=’UNKNOWN’)
WRITE(3,400) HEADER
c
c Count the iterations you have done and write them in the screen
c CALL CPU_TIME(tm0)
200 ITER=ITER+1

OLAMDA=ALAMDA
CHI0=SUMSQ
WRITE(*,’(1H )’)
WRITE(*,’(A20,I2)’) ’ Iteration number’,ITER
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(3,’(A20,I2)’) ’ Iteration number’,ITER
WRITE(3,’(1H )’)
c
c Run the Levenberg-Marquardt minimization algorithm iteratively
c until you have the requested convergence
c
CALL MRQMIN(X,Y,SIG,NDATA,A,IA,MA,COVAR,ALPHA,MMAX,
&SUMSQ,FREQS,ALAMDA)
c
c Setup the outputs
c
WRITE(*,400) HEADER
WRITE(*,827)
WRITE(3,400) HEADER
WRITE(3,827)
827 FORMAT(’Free moduli are c11, c12, c44’)
WRITE(*,1107)
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WRITE(3,1107)
1107 FORMAT(’ # fexp ftheor %err wt df/dc11 df/dc12

&df/dc44’)
c
CHANGE=ABS((SUMSQ-CHI0)/CHI0)
RMS=sqrt(SUMSQ/NDATA)
c
c You can interupt the procedure at any step by including
c the lines: #162 + #247-#251 and exclude line #167

c IF(CHANGE.GT.TOL) GO TO 200

c
c Continue with setting up the outputs
c
SUMERR=0.0
DO 8200 I=1,NMDS
ERR=0.0
IF(FDATA(I).GT.0.) ERR=100.*((FDATA(I)-WSAV(I))/WSAV(I))
c
c Dydaa are the derivative output of the mrqmin subroutine,
c Dyddap is the sum of the derivatives for each freq
c Dot1-3 is the % contribution
c
DYDDAP=dabs((A(1)/WSAV(I))*DYDAA(1,I))
&+dabs((A(2)/WSAV(I))*DYDAA(2,I))
&+dabs((A(3)/WSAV(I))*DYDAA(3,I))
c
IF (DYDDAP .EQ. 0.0) THEN
DOT1=0

DOT2=0

DOT3=0

ELSE
DOT1=dabs((A(1)/WSAV(I))*DYDAA(1,I))/DYDDAP
DOT2=dabs((A(2)/WSAV(I))*DYDAA(2,I))/DYDDAP
DOT3=dabs((A(3)/WSAV(I))*DYDAA(3,I))/DYDDAP
ENDIF
c
WRITE(3,’(I3,2F10.6,F8.3,A6,3F8.2)’) I,FDATA(I),WSAV(I),ERR,
&USED(I), DOT1,DOT2,DOT3

WRITE(*,’(I3,2F10.6,F8.3,A6,3F8.2)’) I,FDATA(I),WSAV(I),ERR,
&USED(I), DOT1, DOT2, DOT3

IF (USED(I) .EQ. ’INC’) SUMERR=SUMERR+ABS(ERR)
8200 CONTINUE
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WRITE(*,’(A30,F8.3)’) ’Avg error of included peaks= ’, ERRAVG
WRITE(3,’(A30,F8.3)’) ’Avg error of included peaks= ’, ERRAVG
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1205) WRITE(3,1205)
1205 FORMAT(’ c11 c12 c44 (%GPa)’)
WRITE(*,1207)(A(I),I=1,3)
WRITE(3,1207)(A(I),I=1,3)
1207 FORMAT(3f7.4)
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1306)
WRITE(3,1306)
1306 FORMAT(’ d1(cm) d2(cm) d3(cm)’)
WRITE(*,1307)(A(I),I=4,6)
WRITE(3,1307)(A(I),I=4,6)
1307 FORMAT(3f9.5)
ALPHF=A(7)*360.0/TWOPI
BETF=A(8)*360.0/TWOPI
GAMF=A(9)*360.0/TWOPI
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,1308)
WRITE(*,1309) ALPHF, BETF, GAMF
WRITE(3,1308)
WRITE(3,1309) ALPHF, BETF, GAMF
1308 FORMAT(’ alpha(deg) beta(deg) gamma(deg)’)
1309 FORMAT(3F11.1)
ERRAVG=SUMERR/NDATA
WRITE(*,’(1H )’)
WRITE(3,’(1H )’)
WRITE(*,’(A14,F8.5)’) ’% RMS Error= ’,RMS/FAVG*100.
WRITE(3,’(A14,F8.5)’) ’% RMS Error= ’,RMS/FAVG*100.
WRITE(*,’(A11,F8.5)’) ’% Change= ’,CHANGE*100.
WRITE(3,’(A11,F8.5)’) ’% Change= ’,CHANGE*100.
c
c Find and print only in screen the time between two iterations
c
CALL CPU_TIME(tm1)
WRITE(*,3900) (tm1-tm0)/60

3900 FORMAT(’ Elapsed time(min) for this pass= ’,f6.2)
CALL CPU_TIME(tm0)
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IF (CHANGE.GT.0.0) Go TO 200

c 8210 WRITE(*,’(A)’)’ Iterate again? (1=yes,0=no)’
c READ(*,*) IB
c IF(IB.EQ.1) GO TO 200

c IF(IB.EQ.0) GO TO 9000

c GO TO 8210

c
9000 CLOSE(3, ERR=9900)
9900 STOP
END
c
c*********************************************************************
c
SUBROUTINE FREQS(XVAL,A,YMOD,DYDA,MA)
c Supply a subroutine FUNCS(NF,X,A,YFIT,DYDA,MA) that evaluates the
c fitting function YFIT, and its derivatives DYDA with respect to
c the fitting parameters A at X. On the first call provide an initial
c guess for the parameters A, and set ALAMDA<0 for initialization
c (which then sets ALAMDA=0.001).
c*********************************************************************
c
c Declaration of the variables
c
IMPLICIT INTEGER (I-N)
IMPLICIT REAL*8 (A-H,O-Z)
c
PARAMETER (MMAX=20,MDAT=60)
c
INTEGER IA(MMAX)
REAL XVAL,A(MA),YMOD,DYDA(MA),A0,X(MDAT)
c
COMMON /ALST/ ALST(MMAX),EPS(MMAX)
COMMON /WSAV/ WSAV(MDAT),WTMP(MDAT)
COMMON /DYDAA/ DYDAA(MMAX,MDAT)
COMMON /NDATA/ NDATA
COMMON /X/ X COMMON /IA/ IA
c
c
c
10 DO 11 I=1,MA
IF(A(I).NE.ALST(I)) GO TO 100

11 CONTINUE GO TO 200
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c
100 CALL XYZBLK(A,MA,WSAV)
c
DO 112 I=1,MA
IF(IA(I).EQ.0) GO TO 112

A0=A(I)
A(I)=A0*(1.D0+EPS(I))
DA=A(I)-A0

CALL XYZBLK(A,MA,WTMP)
DO 111 J=1,NDATA
JX=NINT(X(J))
DYDAA(I,JX)=(WTMP(JX)-WSAV(JX))/DA
111 CONTINUE
A(I)=A0

112 CONTINUE
c
DO 113 I=1,MA
ALST(I)=A(I)
113 CONTINUE
c
200 IX=NINT(XVAL)
YMOD=WSAV(IX)
DO 201 I=1,MA
DYDA(I)=DYDAA(I,IX)
201 CONTINUE
c
RETURN
END
c
c*********************************************************************
c
SUBROUTINE XYZBLK(A,MA,WSAV)
c It is a subroutine in which one creates the tensor for the
c kinetic and potential energy
c*********************************************************************
IMPLICIT INTEGER (I-N)
IMPLICIT REAL*8 (A-H,O-Z)
c
PARAMETER (MMAX=20,MDAT=60)
PARAMETER(NRR=2048,TWOPI=6.283185307795864769)
c
REAL A(MA)
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c
DIMENSION LB(NRR),MB(NRR),NB(NRR),IC(NRR),LMN(3)
DIMENSION E(NRR,NRR),GAMMA(NRR,NRR),W(NRR),V(NRR,NRR),P(NRR)
DIMENSION D(NRR),WSAV(MDAT)
DIMENSION G(3,3,3,3), ROT(3,3)
c
COMMON /RHO/ RHO
COMMON /NN/ NN
COMMON /NMDS/ NMDS
COMMON /CIJKL/ C(3,3,3,3)
c
DO 12 I=1,3
DO 12 J=1,3
DO 12 K=1,3
DO 12 L=1,3
G(I,J,K,L)=0.D0

12 CONTINUE
c
c Setup the elastic tensor according to symmetry
c
c C11, C22, C33

G(1,1,1,1)=A(1)
G(2,2,2,2)=A(1)
G(3,3,3,3)=A(1)
c C12, C23, C13

G(1,1,2,2)=A(2)
G(2,2,1,1)=A(2)
G(1,1,3,3)=A(2)
G(3,3,1,1)=A(2)
G(2,2,3,3)=A(2)
G(3,3,2,2)=A(2)
c C44

G(2,3,2,3)=A(3)
G(2,3,3,2)=A(3)
G(3,2,2,3)=A(3)
G(3,2,3,2)=A(3)
c C55

G(1,3,1,3)=A(3)
G(1,3,3,1)=A(3)
G(3,1,1,3)=A(3)
G(3,1,3,1)=A(3)
c C66
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G(2,1,2,1)=A(3)
G(2,1,1,2)=A(3)
G(1,2,2,1)=A(3)
G(1,2,1,2)=A(3)
c
c Euler angles
c
ALPH=A(7)
BET=A(8)
GAM=A(9)
c
c Create the rotation according to Euler angles
c
ROT(1,1)=DCOS(GAM)*DCOS(BET)*DCOS(ALPH)-DSIN(GAM)*DSIN(ALPH)

ROT(1,2)=DCOS(GAM)*DCOS(BET)*DSIN(ALPH)+DSIN(GAM)*DCOS(ALPH)

ROT(1,3)=-DCOS(GAM)*DSIN(BET)
ROT(2,1)=-DSIN(GAM)*DCOS(BET)*DCOS(ALPH)-DCOS(GAM)*DSIN(ALPH)

ROT(2,2)=-DSIN(GAM)*DCOS(BET)*DSIN(ALPH)+DCOS(GAM)*DCOS(ALPH)

ROT(2,3)=DSIN(GAM)*DSIN(BET)
ROT(3,1)=DSIN(BET)*DCOS(ALPH)
ROT(3,2)=DSIN(BET)*DSIN(ALPH)
ROT(3,3)=DCOS(BET)
c
DO 110 I=1,3
DO 110 J=1,3
DO 110 K=1,3
DO 110 L=1,3
C(I,J,K,L)=0.0
DO 100 IP=1,3
DO 100 IQ=1,3
DO 100 IR=1,3
DO 100 IS=1,3
c
c Create the rotated elastic moduli matrix
c
C(I,J,K,L)=C(I,J,K,L)+
&ROT(I,IP)*ROT(J,IQ)*ROT(K,IR)*ROT(L,IS)*G(IP,IQ,IR,IS)
100 CONTINUE
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110 CONTINUE
c
c Dimensions
c
E1=A(4)
E2=A(5)
E3=A(6)
NNP1=NN+1

NNP3=NN+3

c
DO 43 I=1,NMDS
WSAV(I)=1.D64

43 CONTINUE
c
c factors coming out of the derivation
c
E11=4.D0/(E1*E1)
E22=4.D0/(E2*E2)
E33=4.D0/(E3*E3)
E23=4.D0/(E2*E3)
E13=4.D0/(E1*E3)
E12=4.D0/(E1*E2)
c
IG=0

DO 2 I=1,3
DO 2 L=1,NNP1

DO 2 M=1,NNP1

DO 2 N=1,NNP1

IF(L+M+N.GT.NNP3) GO TO 2

IG=IG+1 IC(IG)=I
LB(IG)=L-1
MB(IG)=M-1
NB(IG)=N-1
2 CONTINUE
NR=IG
c
c Calculate Gamma and E
c
DO 3 IG=1,NR
DO 3 JG=IG,NR
E(IG,JG)=0.D0

GAMMA(IG,JG)=0.D0
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I=IC(IG)
J=IC(JG)
LS=LB(IG)+LB(JG)
MS=MB(IG)+MB(JG)
NS=NB(IG)+NB(JG)
GAMMA(IG,JG)=
& C(I,1,J,1)*DFLOAT(LB(IG)*LB(JG))*F(LS-2,MS,NS)*E11

& +C(I,2,J,2)*DFLOAT(MB(IG)*MB(JG))*F(LS,MS-2,NS)*E22

& +C(I,3,J,3)*DFLOAT(NB(IG)*NB(JG))*F(LS,MS,NS-2)*E33

& +(C(I,1,J,2)*DFLOAT(LB(IG)*MB(JG))+C(I,2,J,1)*
& DFLOAT(MB(IG)*LB(JG)))*F(LS-1,MS-1,NS)*E12

& +(C(I,1,J,3)*DFLOAT(LB(IG)*NB(JG))+C(I,3,J,1)*
& DFLOAT(NB(IG)*LB(JG)))*F(LS-1,MS,NS-1)*E13

& +(C(I,2,J,3)*DFLOAT(MB(IG)*NB(JG))+C(I,3,J,2)*
& DFLOAT(NB(IG)*MB(JG)))*F(LS,MS-1,NS-1)*E23

c
GAMMA(JG,IG)=GAMMA(IG,JG)
IF(I.EQ.J) E(IG,JG)=F(LS,MS,NS)
E(JG,IG)=E(IG,JG)
3 CONTINUE
c
CALL CHOLDC(E,NR,NRR,P)
c
OOP=1.D0/P(1)
DO 21 I=1,NR
V(I,1)=GAMMA(I,1)*OOP
21 CONTINUE
DO 23 J=2,NR
OOP=1.D0/P(J)
DO 23 I=J,NR
SUM=GAMMA(I,J)
DO 22 K=1,J-1
SUM=SUM-V(I,K)*E(J,K)
22 CONTINUE
V(I,J)=SUM*OOP
23 CONTINUE
GAMMA(1,1)=V(1,1)/P(1)
DO 25 I=2,NR
SUM=V(I,1)
DO 24 K=1,I-1
SUM=SUM-E(I,K)*GAMMA(K,1)
24 CONTINUE
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GAMMA(I,1)=SUM/P(I)
GAMMA(1,I)=GAMMA(I,1)
25 CONTINUE
DO 27 J=2,NR
DO 27 I=J,NR
SUM=V(I,J)
DO 26 K=1,I-1
SUM=SUM-E(I,K)*GAMMA(J,K)
26 CONTINUE
GAMMA(I,J)=SUM/P(I)
GAMMA(J,I)=GAMMA(I,J)
27 CONTINUE
c
CALL TRED2(GAMMA,NR,NRR,W,D)
c
CALL TQLI(W,D,NR,NRR,GAMMA)
c
c Save lowest frequencies.
c
60 DO 64 J=1,NR
W1=W(J)
IF(W1.LT.1.D-4) GO TO 64

DIFMAX=-1.D0

DO 61 I=1,NMDS
DIF=WSAV(I)-W1

IF(DIF.LE.DIFMAX) GO TO 61

DIFMAX=DIF IMAX=I
61 CONTINUE
IF(DIFMAX.LE.0.D0) GO TO 64

WSAV(IMAX)=W1

64 CONTINUE
c
c Sort frequencies.
c
DO 8012 I=1,NMDS-1
K=I
TMP=WSAV(I)
DO 8011 J=I+1,NMDS
IF(WSAV(J).GT.TMP) GO TO 8011

K=J TMP=WSAV(J)
8011 CONTINUE
IF(K.EQ.I) GO TO 8012
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WSAV(K)=WSAV(I)
WSAV(I)=TMP
8012 CONTINUE
c
DO 8020 I=1,NMDS
WSAV(I)=DSQRT(WSAV(I)/RHO)/TWOPI
8020 CONTINUE
c
9000 RETURN
END
c
c*********************************************************************
c
SUBROUTINE INIT
c It is a subroutine which initializes the variables but setting
c everything to zero or one or to the proper initial value
c*********************************************************************
IMPLICIT INTEGER (I-N)
IMPLICIT REAL*8 (A-H,O-Z)
c
PARAMETER (MMAX=20,MDAT=60)
c
REAL SIG(MDAT)
c
COMMON /ALST/ ALST(MMAX),EPS(MMAX)
COMMON /CIJKL/ C(3,3,3,3)
COMMON /DYDAA/ DYDAA(MMAX,MDAT)
COMMON /SIG/ SIG
c
DO 11 I=1,MMAX
ALST(I)=0.D0

EPS(I)=1.D-5
11 CONTINUE
c
DO 12 I=1,3
DO 12 J=1,3
DO 12 K=1,3
DO 12 L=1,3
C(I,J,K,L)=0.D0

12 CONTINUE
c
DO 13 I=1,MMAX
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DO 13 J=1,MDAT
DYDAA(I,J)=0.D0

13 CONTINUE
c
DO 14 I=1,MDAT
SIG(I)=1.D0

14 CONTINUE
c
RETURN
END
c
c*********************************************************************
c
FUNCTION F(IP,IQ,IR)
c In this function the integral which gives the volume of your
c sample according to Visscher basis function is calculated.
c ATTENTION: The dimensions are normalised!!!
c*********************************************************************
c
IMPLICIT INTEGER (I-N)
IMPLICIT REAL*8 (A-H,O-Z)
c
c Set the initial value of the integral to zero
c
F=0.00D+00

IF((IP.LT.0).OR.(IQ.LT.0).OR.(IR.LT.0))
RETURN
IF((MOD(IP,2).NE.0).OR.(MOD(IQ,2).NE.0).OR.(MOD(IR,2).NE.0))
& RETURN
c
IP1=IP+1

IQ1=IQ+1

IR1=IR+1

c
F=8.D0/DFLOAT(IP1*IQ1*IR1)
RETURN
END
c
c From now on all subroutine are taken without any change from libraries
c*********************************************************************
c
SUBROUTINE CHOLDC(A,N,NP,P)
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SUBROUTINE TRED2(A,N,NP,D,E)
SUBROUTINE TQLI(D,E,N,NP,Z)
FUNCTION DPYTHAG(A,B)
SUBROUTINE mrqmin(x,y,sig,ndata,a,ia,ma,covar,alpha,nca,chisq, *funcs,alamda)
SUBROUTINE mrqcof(x,y,sig,ndata,a,ia,ma,alpha,beta,nalp,chisq, *funcs)
SUBROUTINE gaussj(a,n,np,b,m,mp)
SUBROUTINE covsrt(covar,npc,ma,ia,mfit)
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